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Abstract. A one-dimensional parabolic Burgers equation of special form with Cauchy data is considered
in this paper. To prove the theorem on the solvability of this problem the method of weak approximation
developed by Yu. Ya. Belov is used. The results of this paper enhance the results obtained in [2].
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1. Problem statement

Let us choose r different points a1, as, ..., a, in the space E.
Consider the Cauchy problem

up = a(t)uge + 0(t, T, u(t, ), wt))us + f(t, z,u(t, z),w(t)), (1)
u(0, ) = ugp(x). (2)
In the strip Go,rp = {(t,2)[0 < t < T,x € Ei}. Let us introduce the vector-function w(t) =

0
(u(t,aj), Wu(t7 aj)), k=0,...,p1,j =1,...,r. Components of this function are the traces
x
(depending only on the variable t) of function u(t, z) and all its derivatives with respect to z up
to order p; inclusive. Choose and fix the constant p > max{2,p,} > 2.

Definition 1. Let us denote the set of functions u(t, ) defined in G 4+ belonging to the class

ou 0*u
Ctl,’zp(G[O’t*]) = {u(t,x)|at, W S C(G[O,t*])v k= 0; s 7]3} )
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by Z2([0,t*]). Functions are bounded for (t,z) € Gpp ) together with all derivatives satisfying
inequalities
p

oFul(t, )

S| < (3)

k=0

Definition 2. Classical solution of problem (1), (2) in G[g ) is a function u(t,z) € Z2([0,t*])
that satisfies (1) and initial data (2) in Gp,¢.

Here 0 < t* < T is a fixed constant. Let us assume that the following conditions are satisfied.

Condition 1. Functions b(t, z, u(t, x),w(t)), f(t,z,u(t, z),w(t)) are real-valued continuous func-
tions that are defined for any values of their arguments. For all ¢* € (0,7] and for all
u(t,z) € ZP+2([0,t*]) these functions, as functions of the variables (¢,z) € Glo,+], are con-
tinuous and have continuous derivatives involved in (5) and (6). Function a(t) > ap > 0 is a
continuous bounded function on the interval [0,7]. Function up(x) has continuous derivatives
satisfying inequalities

P2

d ug ()
> 5| <C (4)
k=0

Condition 2. Let us introduce the following notations

k
Uk(o):;élgl %’l[,o(l‘) ) k20717"'7p+25
8k
Uip(t) = sup sup |=—u(&x)|, k=0,1,....,p+2,
0<e<tzel, | Or*
p+2 p+2
Ut) =Y Uk(t), U0)=>_ Ux0).
k=0 k=0

Let us assume that for all ¢* € (0,77, for all ¢ € [0,¢*] and for any u(t,x) € Z2T2([0,¢*]) the
following estimates hold

p+2 k

> [ Sreblt v u(t.a). ()| < P, (W) ®)
e

P+20 k

> [ ottt < P (U0, ©)
k=0

Here v1,v2 > 0 are some fixed integer constants and
Pe(y) = C(L+ [yl +[y* + ...+ |yl°),
where C' > 1 is a constant independent of function u(t, ) and its derivatives.

Theorem 1 (Existence). Let us assume that Conditions (1) and (2) are satisfied and
0< 7 <00, 0 < v < oo. Then there exists the constant t* € (0,T] that depends on ag from
Condition (1) and C from inequalities (5), (6) such that classical solution u(t,x) of problem
(1), (2) exists in the class Z2([0,t*]).

The proof of the theorem for 0 < 5 < 1 is given in [2]. The case 2 < 73 < oo is considered
in this paper.
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Proof. To prove the existence of a solution of Cauchy problem (1), (2) the weak approzimation
method [1] is used. Let us consider an auxiliary split problem with time shift (t — %) in unknown

functions and non-linear terms

uy (t,x) = 3a(t)ul, (t,x), nr<t< (n + ;) T; (7)

“tT(tax):?)b(t—;,%UT(t—;,x>,w7(t—;)>u;(t,x), (n+;>7<t<(n+§>7; (8)
ui(t2) =3f (t-goau (t-.2) 07 (t-3)). (n+§>7<t<(n+1)7; 9)

uT(t,:L‘)‘tgo = ug(x). (10)
Let us prove a priori estimates that ensure the compactness of the family of solutions u(t, x)
of problem (7)—(10) in the class Ct{f(G[o’t*]) for some constant 0 < t* < 7.

At the first fractional step (0 <t< %) for (n = 0) we apply the maximum principle to
problem (7), (10) and obtain the estimate for function u” (¢, x)

[u™(t,z)| < Up(0), 0<t<

Wl

Differentiating problem (7), (10) k times with respect to z, we obtain similar estimates

k
’8 k=1,....,p+2.

WUT(@ )

<UL0), 0<t<,

Summing up the obtained inequalities, we obtain the estimate

UT(t) <U0), 0<t< (11)

-

3
. T 27 . . .

At the second fractional step 3 <t< 3 we solve equation (8). Since function

b (t — ;mﬂf (t — %,x) ,w’ (t — g)) is continuous and it is known from the previous frac-

tional step solution of this equation exists ( [3], item 2.6). Let us consider the characteristic
equation for equation (8)

b (o= o (1= ) (- 3)

Let us denote the characteristic function of the resulting characteristic equation by (&, (,n),
that is, z = p(§, (,n) is the integral curve passing through the point (¢, 7). Then the solution at
the second fractional step has the form

T T T 27
T(t, ) = T(f, (f,t, )) Tet< 12
(o) = (F.o(S00)), T<t<s (12)
Therefore, the following estimate is true
2
UZ () <UT (g) <U(0), g <t< ?T (13)
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Let us differentiate equation (8) with respect to x and introduce the following notations

by(t,x) = 3b (t— g,x,u'r (t— g,:c) ,w’ (t— g)) ,
0 T T T
) =320 (- T (1= Ta) o (12 7).
T(t,x) 5 3T 3:%)w 3
Using new notations, the differentiated equation is written in the form
2z =by(t, x)z] + b (¢, x)z".

The solution of this equation can be written in the parametric form ([3], p. 4.3)

T(t _ Fg(t,,l,n)'r(z ) _ T(tz )
) =e0 Rl (), w=¢" (L),

where .
R R L
and z = ¢7(§,(,n) is the characteristic function of the equation

Z—j = —by(t,x) = —3b (tf %,x,uT (tf g,lﬂ) yw’ (tf %))

Therefore, the following estimate is true
Wl (t,2)| = |27 (t,2)| < UT (g) P (UT(t=3)7 < T <g) P (UO)T

Now we take from the left and right parts of the resulting inequality sup for x € F; and obtain

2
Ur(t) <UT (%) P (WO)T % <t< ET

(14)
Next, we differentiate equation (8) twice with respect to x and introduce the following notations
Uy (t, ) =07 (8, ),
cg(t,x) = 3b (tf g,z,uT (t— g,x) yw’ (tf g)) ,
ci(t,x) = G%b (tf g,:z:,uT (t— g,x) ,w’ (tf g)) ,
cq(t,x) = 3;—;17 (t — g,x,uT (t — g,x> ,w’ (t - g)) .
Using new notations, the equation is written in the form
vy =it )l + it x)v” + (8, x)2" (t, x).
The solution of this equation can be written in the parametric form ( [3], p. 4.3)

=i i () + [ (o (6 ) (60 (6 ) 550,

r=¢"(§(n),
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where .
67 = Gi(t.Con) = [ F(6.Cnd.
¢
Note that estimate for function 27 (¢, x) is already available. Therefore, one can evaluate function

v (t, )

t
T T T T T T T
7, t,2)| = o7 (8. 0)] < 7P VO (U (3) 43P, WO OO [ U7 (6)de)) <
3
< TP W) (7 (T (TN P (UO)) <
Le¥Tm (U2 (3> + CTP,, (U(0)U] (3)6 gl ) <

<o (7)o 0N (7)) <

<P O (U ( )+t (7) )1+ CrP, (U(0))) < O O (ug (%) +UT (%) ).

Now we take from the left and right parts of the resulting inequality sup for € E; and obtain

UZ(t) < eCTPnW (U2 ( )+U1 (3)) Tt (15)

Next, we differentiate equation (8) k = 3,...p+ 2 times with respect to x. Using the Leibniz
formula for the k-th derivative of the product of two functions, we obtain the equation in general
form

8k ak ak 8k J+1 "
Dk t_goa k $+gla—u +Z%W )

where
soal e 3 ()
st (e o ) (- 3)

Writing the solution in explicit form, we obtain the following estimate

9 T

t
< CTPLUO) <UT (5)+cr.w / ZUJT dg)

< P (U(0) <Uk< >+CTP7( (0))eC7Pn ZU ( ))
k
< TP () (Z v7 (3) )(1 +CrP,, (U(0))) <

CTP, (Uo)><ZUT( )) k=3,....p+2, §<t<2—7.

Now we take from the left and right parts of the resulting inequality sup for € F; and obtain

k
2T
U7 () < C7Pn (U ©) ur (Z T2 16
OB ;j(g),3 ; (16)

/

- 694 —



Igor V. Frolenkov ... On the Solvability of a Burgers-type Equation with a Special Type...

Combining inequalities (13), (14), (15) and (16), we obtain estimates for the solution at the
second fractional step

UT(t) <UT (g) (CrPu @) Ty 2T (17)

2
At the third fractional step <3T <t <T> we integrate equation (9) with respect to variable

e = (o) o [0 (0 G (1 5e) o (1))

t

Condition (2) implies that

Uz () < UT (?) +orP, <UT (?)) .

Differentiating equation (9) k times with respect to z,k = 1,...,p 4+ 2 and using condition

(2), we obtain
2 2
Ur(t) <UL (;) +CrP, <UT (;)) .

Combining the obtained inequalities, we have

< (Z) oo, (o7 (2)) < 1o v (%) vor (1007 (2)) -1
(o () (ver (e (5)) )

< (1 +UT (237)) (U ()T 1 (1)

Using estimates (11), (17), (18), the following inequality holds at the zero time step ¢ € [0, 7]

U™ () < (1 n U(O)ecfpﬁ(U(o))> LCr[14U TP @O -
<1+ U(O))QCTPM(U(O))+CT(1+U(0))72*1e<72*1>cfpw1<U<°>> 1<

< (14 U(0))eCT[Pra UO)+A+U ()27 0270 7Oy

Let us choose v3 = max{7y1;7y2 — 1} then

730 TP (U(0)

U™ (t) < (14 U(0))eC s 1+UO) —1.

Let 7 be such that inequality
e’Ysc‘wa;;(U(O)) <2

is satisfied then
UT(t) < (14 U(0))e2C Pu(+UO) _ 1 e 0, 7].

Using the same line of reasoning, at the first time step (7 < ¢t < 27), we obtain the estimate

U™ (t) < (14U (1))e20Ps U7 (M) 1
< (1 + (14 U(0))e2CTPs(1+U(0) _ 1) (20T Py [LH(HU ()27 P (VO )y

<(1+ U(O))GQCTP.YS(1+U(0))+207PFY3(1+U(0))EQCT’Y3P'YB(1+U(0)) <

1+620773P73(1+U(0))]

<1+ U(0)>6207PW3(1+U(0))[ 1.
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Let 7 be such that inequality
020773 Py (14U (0)) < 9
X

is true, then
UT(t) < (1+ U(0))eSC™Pu+U0) _ 1 ¢ e [0, 27].

At the second time step (27 < t < 37) we obtain the estimate
UT(t) < (1 + UT(27)>62CTP73(1+U7(27')) —-1<
< (1 + (14 U(0))e5CTPs 1+U(0) _ 1) 20T Py [+ (14U (0) €T OFUOD 1)

AN

<(1+ U(O))66CTP,Y3(1+U(0))+2C’7'P73(1+U(O))e€'c'r'y3p'¥3(1+U(0))

< (1 4 U(0))2CTPrs (LU (0) 3465772 3 (U]

Let 7 be such that inequality
eﬁCT'ngfyg(1+U(O)) <92
X

is satisfied, then
U™(t) < (1 +U(0))e 0P +UO) 1 ¢ e 0,37].

Continuing given above argument, at the i-th time step we obtain the estimate
U™ (t) < (1+ U(0))e@H+DOmP A+UO) _ 1 ¢ ¢ [0, i7].

Let t* (0 < t* < T) be such that
et CraPry (14U(0) ¢ o

Then for all ¢ > 0 such that (4é + 2)7 < ¢* the following estimate holds
UT(t) < (1 + U(O))6(4i+2)CTP.y3(1+U(O)) ~1< (1 + U(O))et*CP%(HU(O)) -1
Since t*,C,~v3 and U(0) depend on the input data but do not depend on 7 we obtain
o

ot (Ha)| U <1+ U(0))e" P00 —1 = K, te o], (19)

This implies that function u” (¢, z) and its derivatives with respect to x are bounded uniformly
in terms of variable 7 up to order p + 2 inclusive in the strip Gjg ¢+

By virtue of equations (7)—(9) it also follows that derivatives are bounded uniformly in terms
of variable 7

0 OFu™
9 Ok k=0,...,p. (20)
kuT
Taking into account the boundedness of derivatives — 97 ok k=1,...,p, it guarantees equicon-
r Ox
ak T
tinuity in G[o w1 = {(t,2)[0 <t <7, |z] < N} of sets of functions {auk} ,k=0,...p for any
x

fixed constant N.

By virtue of the Arzela theorem some subsequence u™ (¢, z) of the sequence u” (¢, z) of solu-
tions of split problem (7)—(10) converges together with derivatives with respect to « up to order
p inclusive to function u(t,x) € C’t{f (G[O,t*])~ By virtue of the convergence theorem for the
weak approximation method [1], u(t, ) is a solution of original problem (1), (2). Moreover, for
(t,x) € Goy+) the following estimate is satisfied

P
Y|Pt <.
]{) ~
Pt &r
Thus, u(t,z) € ZE([0,t*]). The theorem is proved. O
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2. Example

Let us consider an example of application of Theorem (1) to the proof of the solvability of
one inverse coefficient problem for a parabolic type equation.
Let us consider the Cauchy problem

us(t, 1) = a’tga (t,2) + (u(t, @) + A1 (t)Jua(t, 2) + Ao () (8, 2), (21)
u(0,2) = uo(a). (22)
that is posed in the domain G,y = {(t,7) |0 <t < T,x € E;}. Functions Ay (), A2(t) are to

be determined simultaneously with solution u(t,z) of problem (21), (22) satisfying redefinition

conditions

u(t, a) = ¢i1(t), (23)
and conditions of agreement

u(0, @) = ¢1(0), (25)

U5 (0, ) = ¢2(0). (26)

Regarding functions ¢1(t), w2(t), uo(z), f(t, ), we assume that they are sufficiently smooth,
and they have all continuous derivatives that satisfy the following inequality for all (¢, 2) € Gio 1

k

lor ()] + 1 ()] + le2(t)] + [5(8)] + ‘ddk o(z) <O k=05 (27)

ak
+ ’Wf(t’x)

Let us also assume that for all ¢ € [0, 7] the following inequality is satisfied
52
Pa(t) fu(t, @) — f(¢, a)@uo(a) =6>0. (28)

The original problem is reduced to the auxiliary direct problem

2 (11 (t) = aPugs (t, @) fu(t, )
W‘“““*I“+¢gAtw—umuaﬁua>
(1[}2( )—a Umr(t @) — pruge(t, o)) f(t, a)
Vo fu(t, ) — Uy (t, ) f(t, @)
+ |:(7/}2( )7 a Ummz(t a) <P1Um(t»a))902 N
2 fat, @) = tge (t, @) f(t, )
 (i(t) = aPuge(t, @) uas (t, @)
oafult, @) — e (6, VF (1, ) ]f (tz), (29)

u(0, z) = uo(x), (30)

]uw—l—

where
D1(t) = @1 () —pr(D)pa(t),  Pa(t) = ¥5(t) — 3 (1)

In order to guarantee that denominator of expression (29) does not vanish we introduce the cut-off
function Ss(y). It is differentiable as many times as needed and has the following properties

)
Ss(y) = 3 >0, Yy € Eq, (31)
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(32)

P

=

<

~—"

I
Wl >
Wl >

Let us substitute the cut-off function into the denominator of fractional expressions

e [y 10— Pl )t 0)
A IR 7 v oy o )
(wQ( ) = @y (t, @) — ‘Pluxw(taa))f(t>0‘):|u n

Ss(2fa(t, @) = uza(t, @) f(t, @) ’
+ {(¢2( ) = @PUyas(t, @) — P1Uga(t, @) @2

Ss(w2fa(t, @) = uaa(t, @) f(t, @)

o (V1(t) = aPugs (t, @) uga (t, @) T
Sy A e ey )| IR
(0, 2) = up(x). (34)
The resulting direct problem (33), (34) is a problem of form (1), (2). Let us check the
conditions of Theorem (1) for p = 3,

b= (¢1( )—a umx(t a))fz(t a) — (Pa(t) —a Umz(t a) — prug.(t,a)) f(t, @)
Ss(pafa(t, a) — uza(t, ) f(t, ) ’

f _ (1/}2( ) a ux:cm(t O‘) Splua:m(tv a))‘)OQ - (¢1 (t) — a2umm(tv a))umm(ta a)
S5(@2fw(taa) _uww(t’a)f(taa)) .

Condition (1) is satisfied due to assumption (27), and condition (2) becomes

2l

9k b(t,z,u(t, ), (t))‘\Pl(U(t)),
0

%f(t,x,u(t, a:),w(t))) < R(U(1)).
k=0

Thus, all conditions of Theorem (1) are satisfied for p = 3,71 = 1,79 = 2. Therefore,
there exists a constant t* : 0 < t* < T depending on the constants that constrain the input data
such that classical solution u(t,z) of problem (33), (34) exists in the class Z2 (G 4+)).-

Note that at this point, the existence of a solution of direct problem is proved but not the
existence of a solution of inverse problem. After that, we need to remove the cut-off function
from the denominators of fractional expressions. In order to guarantee that conditions imposed
on cut-off function (31)-(32) are satisfied it is necessary to use inequality (28).

Then, using the agreement conditions and redefinition conditions, one can show that solution
of the inverse problem also exists, and function u(¢,z) which is the solution of direct problem
(33), (34) is also the solution of inverse problem (21)—(22). Parameters A;(t), A2(t) are defined
as follows
Ai(t) = (¥ (¢) — @ Ugg (t, @) fu(t, @) = (Pa(t) — P U (t, @) —prug.(t, ) f(t, @) ’

902fm(taa) ul’w(t O[)f(t, )
(P2(t) — 0P Uga (t, @) —prugs (t, )2 — (Y1 (1) — 0 Uy (t, @) uga (t, @)
0o fz(t, ) — uge(t, ) f(L, ) '
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O paspemmMocTu ypaBHeHus Tuna Bioprepca
C HEJIMHEITHOCTHIO CIIEIUAJIbHOIO BUIA

Urops B. @posenkoB
Poman B. Copokun
UBan E. 3yopos

Cubupckuii dhesepasbHbIil YHUBEPCUTET
Kpacnosipck, Poccuiickaa Penepariust

Awnnoranusi. B gannoit pabore paccMaTpuBaeTcs OJHOMEpPHOE Hapabosmydeckoe ypaBHeHne Broprepca
crieraabHOro Bujia ¢ nanabivu Ko, Ilpu jlokazaTesbecTBe TeopeMbl O PA3peInMOCTH STOM 3a1a9H HC-
MOJIB3YETCsT METOT CIaboi ammpokcuMaru, paspaboranusiit FO. f. BemosbiM. Pesynbrars, morydennanie
B JJAHHON pafoTe, yCUIMBAIOT PE3yJIbTAThI, Oy YeHHbIE B [2].

KiroueBble ciioBa: obparTHas 3a/a4a, apaboIndeckoe ypaBHeHNe, ypaBHeHue Tuia Boprepca, 3aa4da
Kormu, meron cinaboit anmpokcuMarum.
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