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Abstract. In [9,10] we established the existence of classical solutions to two-phase and one-phase
radial viscous fingering problems, respectively, in a Hele-Shaw cell by the parabolic regularization and
by vanishing the coefficient of the derivative with respect to time in a parabolic equation. In this paper
we show the uniqueness of such solutions to the respective problems.
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1. Introduction and preliminaries

Viscous fingering occurs in the flow of two immiscible, viscous fluids between the plates of a
Hele-Shaw cell ([3]). Due to pressure gradients or gravity, the initially planar interface separating
the two fluids undergoes a Saffman—Taylor instability ([5]), and develops finger-like structure (see
also [4] and the literatures therein).

In [9,10] we established the existence of solutions belonging to the standard Holder spaces for
two-phase and one-phase radial viscous fingering problems in a Hele-Shaw cell, without surface
tension effect, by the parabolic regularization and by vanishing the coefficient of the derivative
with respect to time in parabolic equations (cf. [1,2]). However, our results in [9,10] are only
the existence of the solutions because of the sub-sequential limiting procedure.

The aim of this paper is to prove the uniqueness of such solutions to the respective problems.

This paper consists of three sections. In the rest of this section, we give a brief formulation of
the problem in the two-phase case that we discuss. In Section 2, we give a proof of the uniqueness
of the classical solution to the two-phase problem, and in Section 3 to the one-phase problem.

1.1. Formulation of the two-phase problem

The motion of a slow quasistationary displacement of a fluid by another fluid in a Hele-Shaw
cell is described by

*tani@math.keio.ac.jp
Thisasitani@gmail.com
(© Siberian Federal University. All rights reserved

- 475 —



Atusi Tani, Hisasi Tani On the Uniqueness of the Classical Solutions of the Radial. ..

Here M; = b? /12p; is mobility; u; is the fluid viscosity; b is the width of two plates; v; is the
velocity vector field in the fluid and p; is the pressure (¢ = 1 and 2 for the displacing and the
displaced fluid, respectively). For a radial fingering problem it is sufficient to consider (1.1) under
the following geometric situation:

O (t) = {xeR2 | R. < |z| <R(t)+§<z|,t>},
Qo(t) = {x € R* | R(t) +¢ (;Q <z < R*},

where R, is the radius of the hole through which the displacing fluid is injected or driven by
suction at a flow rate Q(t), R* is the radius of the Hele-Shaw cell occupied by the displaced
fluid, R(t) is the time-dependent unperturbed radius satisfying

t
TR()? = 7R2 4 / Q(r) dr, Ro=R(0)> R.,
0

and ( is the perturbed radius.

The boundary and initial conditions for (1.1) are as follows:

Q)
‘n= T., t>0, =pe onl* t>0,
vi-n 97 R, n > P2 = Pe O > (1.2)
vi-n=ve-n=V,, p=py onl(t), t>0,
Vilemo = vy, pi=p) on Q;(0)=Q; (i=12),
(1.3)
Cli=o =" € (R. — Ry, R* — Ry) on T'(0)=T,

where I', = {z € R?||z| = R,}, [(t) = {& € R? | |2| = R(t) + ((a/|z|,t)}, [* = {& € R?||z]| =
R*}; V,, is the normal velocity of the interface I'(¢); n is the unit normal vectors, outward to I',
or to I'(¢) in the direction from Q4(t) to Q2(t); pe is the surface pressure acting on I'*.

Our two-phase problem is to find (v;,p;) (i = 1,2) and ¢ satisfying (1.1)—(1.3), which is
reduced to find (p1,p2) and ¢ satisfying

Api =0 inQi(t), t>0 (i =1,2),

QL) only, t>0, po=p. onl* t>0,

27 R, (1.4)
—MVp1-n=—-MyVpy-n=V,, p=pys onT(t), t>0,

Di ’t:O: Py onQ; (i=1,2), ¢ ’t:(): ¢® onT.

—MiVpy -n=

As the compatibility conditions p{ and p9 are assumed to satisfy

Ap? =0 in Q; (i=1,2),

Q(0) (1.5)

—M1Vp(1)~n:27rR on T, pY=rpeli=o on I'*, p?=pJ on I.
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In polar coordinates (r,6) problem (1.4) is written as

iaar ( a;;) +ri2?929p;1 =0 (re(RaR(t)+(), 0 €0,2m), t >0),

iaar ( %p:> %%2;;2 =0 (re(R@)+¢ R, 0€0,2m), t>0),

Ml% T:Rf—fﬁ(}?* p2| _p=pe (6€0,27), t>0),

= (B LIy, (O LK)y 0

(r=R(t)+(, 0€[0,27), t >0),
bp1 |t=O: Py (7' € (R.,Ry+¢%), 0 ¢ [0,277)) ,
po|,_g=13 (re(Ro+C°6),R"), 6€l0,2m)),
(,g=¢" (0 0,2m)).

Now let us transform the free boundary problem (1.6) into the problem on fixed do-

mains. Introduce the transformations from Q4(¢) = {R. <r < R(t) + {(6,t), 0 < 6 < 27} onto
0 _

0 = {R* <r'<Ry+¢°0), 0<0 < 27r} by the change of the variables r’ = % X

X (r—Ry)+ R, 0 =0, t =t and Qa(t) = {R(t) +¢(0,t) <r < R*, 0 <6 <27} onto

0 _ *
={Ro+¢°%¢) <r' <R*, 0<0 <27} byr’:RO+C i (r—R*)+R*, 0 =0,1t=t.

R+(—R*
Moreover, by letting p;(r,0,t) = pi(r',0",¢') (i = 1,2), {(0,t) = ¢'(¢',t'), and by omitting the

/
D;
primes for simplicity, problem (1.6) takes the form

tpi=0 in i, t>0 (i=12),
%:_ Q) R+(—R.
or 2rR. My RO"’CO_
p2=p. on I'={r=R* 0€[0,2n]}, t >0,

on Ty ={r=R, 0€]0,2n]}, t >0,

0 0 0 0 0

B O 00 022 (o = -2, (1.7
1, 9p1 1, 9P1 9, OD2 2, Op2

by ()5~ or + by (C)W =03(¢) - or + b (C)@ P1 = P2

onT'={r=Ry+¢°0cl0,2n]}, t>0,
pilo=p om Qi (i=12), ¢[_,=¢ on [0,27].

Here Eé = ﬁé(r,@;a/ Or,0/90) is a Laplace operator represented by the composite change of
variables of polar coordinates (r,6) and the mapping from Q;(t) to Q; (i = 1,2), and

bj(g):Mj - 1 <8<)2 Ry+¢°—R. 1 9cde
2 2 (Ro+¢)2 \ 00 R+¢—R. (Ro+(%200 df
oM 1 ¢ .

bjl(C) == 2j (Roi—i— C0)2 2 (j=1,2).

In detail, see [9].
We consider problem (1.7) in the standard Hélder spaces, C'T(Q), CHO"(HQ 2(Qr) (Qr =
Qx[0,7]; Q C R" (n € N), a domain; T, any positive number; [ > 0, an 1nteger a € (0,1)) with
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the norms:

[ @ = Jul @ 4 @), ul® = spfu(e ) (@) = @)+
(xvt)EQT

1) — u(y,t N 1) — u(, t!
<u>($oz) = sup |u(m, ) uiyv )l’ <u>](5 ) = sup |u(x ) ?Sxx )l
©,ye, t€[0,T] |z -y weQ, t,t'€[0,T] [t — |

We also use the semi-norm

|’U,(SC, t) — u(yv t) — ’UJ(SC, t/) + U(y7 t,)|
|z —yl* |t —¢'|°

[w](?) = sup (o, B €(0,1)),

m,yeﬁ
t,t'€[0,T)

and introduce the Banach spaces E***(Qr) (k = 0,1,2) which are the completion of infinitely
differential functions in respective norms

lulla = lull pogry = B*[ul = Jul @ + ()@ + [u] (@2,

D] = Jul @ + (u){® + (u)§* + [u]( @,

k—1 .
a,a a,a j &
el = l[ull o ary = B2 D] + 3 D**[Diel] (D’£= 2 ga ’“=1’2);

J=0 lil=k

(24 (A u
B2(Qr) = {u | Nl grroiary <00} » Tl gasaam = lllora+ | o -
14+«

The function spaces on a smooth manifold I' in R™ are defined with the help of partition of
unity and of local maps.

2. Uniqueness of the solution to problem (1.7)

Our main result for two-phase problem (1.7) is as follows:

Theorem 2.1. Let T > 0 and a € (0,1). Assume that (p?,p9,¢%) € C3F2(Q) x C3F(Qy)x
C*e([0,2n]) satisfy the compatibility conditions, Op{/0r — 0pS/or > 0 on T, Q € C([0,T))
and p. € Cg:a’(%a)m(l“}) with Ope/0t|i—o = 0. Then there exists Tf > 0 depending on the
data of the problem such that problem (1.7) has a unique solution (p1,p2,() € E2+Q(Q1,To*) X
E2+Q(Q2,T5) X E”’X(FTO*) except for the extension of ¢° to [0,27] x [0,T) satisfying

||p1||E2+0‘(Q17T0*) + ||p2HE2+&(Q2’TJ) + HCHEHa(pTg) <C. (2.1)

In [9] we showed the existence of the solution to problem (1.7) on some time interval
[0,T5] (0 < To < T) in the form

% 0 r — R, 817(1) * * 0 r— R apg *
p1:p1+7pl+mﬁ ) P2:p2+p2+mﬁ s (22)
(=¢+¢
by the parabolic regularization and by vanishing the coefficient of the derivative with respect to
time in a parabolic equation. Here ¢ € nga,(4+a)/2([07 2m] x [0,7]) is an extension of ¢° such
that ({,0¢/0t,0%C/0t?)|i=0 = (¢°, OC/Ot,0*C/0t?)|1=0 whose right hand side are obtained from
the fourth equation in (1.7) and its derivative in ¢ at t = 0.
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Then (1.7) becomes

Lip; =®; inQy t>0(i=1,2),

881::\11* on Iy, t>0, p5="" on I' ¢t>0,

oc* _ 8171 1 = Op1 _ 2 8192 2 8
519 opi = Op3 = Op3

1 op1 1 ANIP1 42,75\ 9P2 g2, 0PP2

i *szrd(C)C =WU3 onl, t>0,
p: |t=O: 0 on 91 (Z = 1a2), C* |t=O: 0 on [0>27ﬂ

Here L is the principal part of £ with ¢ replaced by ¢,

®; = 0;(p;, (%) = —Lipi + Lip; (i=1,2), V" =p,—p),

0 r— R, 0Op? R+¢—R. Q)
\I/*:\I’* * _ _ 0 7771 *
(€ 3r< +R+C—R 5‘r> Ro+ (% — R, 2rR.M;’

0 Q) 19C

Ip;
"5 00 4AxrR 2 Ot

C Op. 9 o
Uy =05 (15.07) = KO BT WO — B0 5L -
(U =12),

Ro+¢°—R,0p) Ro+¢°— R*0p)
Wy =g, d(Q) = o O Sete — ok

)= RYC—R, or R+(C_R* or

ey

with (p1, pa, ¢) replaced by (2.2).

If problem (2.3) admits a unique solution on some time interval [0, 7] (0 < T < Tp), then
the limit process holds for the full sequence, not the subsequence, on [0, 7], so that the proof of
Theorem 2.1 is completed.

In what follows we shall prove the uniqueness of solution to problem (2.3).

Let (p},p3,¢*) and (pi*,p5*,(**) be two solutions of (2.3) satisfying

10} 240 (@1 1) + 195 20 (@ gy + 1< M gty S Co (1= %, 50). (2.4)

To the end, as the same way as in [9] it is essential to consider the following four model
problems in the whole- and half-spaces:

Lu=f nR? ¢t>0, ul,_,=0; (2.5)
Lu=f (z1€R, 22>0, t>0), u |x2:0: 0, ul,_,=0;
ou
Lu = €R, >0,t>0), — =0, =0 2.7
u=f (xl 1) ) Oy |2a—0 u ‘t_O (2.7)

£U+:0($1€R,$2>O,t>0), £U7:O($1€R,’I2<O,t>0),
ou™ ou~

do out ou~
—pt— — =q, —-bT—+b — = go, 2.8
ot " Bxy 0y log=o ! O 0y logmo P2 28)
—ut +u” +do |a: =93 (T uT0)[,_=0.
Moreover, it suffices to assume that £ = A, and b* and d are positive constants, and set

b= (2dbTb™)/(bT +b7) in (2.5)—(2.8).
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In estimating the difference (p,p3,C*) — (pF*, p3*, (**), we trace a proof in [9] with the help
of a fundamental solution and Green functions of (2.5)—(2.8) instead of I'., G, N, and Z, in [9].
It is clear that the solutions to problems (2.5)—(2.7) for £ = A are given by

) = [ Tolw=9)f.0dy. u@t) = [ Gola—u)fo.t)dy.
u(e.t) = [ Nolw -~ ) (0. 0)d
RQ
respectively, where T'g(z) = —loglz|/(27), Go(z1,z2) = To(x1,22) — To(z1, —22), and

No(z1,72) = To(w1,22) + To(x1, —22). Whereas, the solution (ut,u™,0) = (FL) [(at,a, )]
of problem (2.8) is represented by virtue of Green function

Zo(x1,t) = (FL) ' [Zo] = (FL)! {s+1b|§|} :

it = (FOuT] = o1&, s)e €™ (25> 0), 11’=(Fﬁ)[u’]=ﬁ’(£,8)e‘£‘“ (5 < 0),

. 1 b oA b—db €
S r g s B\ BT g o2 b++b 93
db* b— dbt b+ )

1 bt -
= Gs + 7,
(b++b)‘§|g2+ +b_g3+ 0( b""—‘y—b‘gl b-‘t-_t,_b—g2 b++b—|§|g3
; bt —b” 2b+b~
sz (a ~ )
0 (91 - 2T |§|93)

Here 4 = (FL)[u] is the Fourier transformation in z; and Laplace transformation in ¢ of u, and
(FL)~Y[a] is its inverse transformation.

Lemma 2.2. When b =1, we have the following estimates of Zy:

1 0 1
Zo(z1.t)| < Cyp ——— Zo(ar.t)| + |- Zo(zy. )| < Cp ———
| 0(1’17 )l 2 \/W ‘875 O(xl )‘+’8I1 0(3;1 )‘ 2I%+t2

2

62
s 2ot

<
Dtom Zo(fﬂl,t)‘\cz

1
T+ P

Using Lemma 2.2, we estimate these solutions of (2.5)—(2.8) in the same way as in [9] (cf. [1,2]).
For a general domain by using the regularizer method for elliptic system ([6-8]), we finally obtain
the estimate of (p7, p3, ¢*) — (p1*, p3*, ¢**) with the help of Young’s and interpolation inequalities
and (2.4):

[PT = P1"llz2+e (@) T 11P2 = P3* lm2+a(@y ) + I1C° = ¢l p2va(r,) < (2.9)

2
<@<20@@<> (0™, e + 7€) = 0™ ey ) +

=1
) — Bl e r) <

< Gy (8 + Cot¥F(ACY)) (155 = 1" vy + 198 = 5|52 ) + 167 = C ¥l oreryy)

for any ¢t € (0,7p) and any 8 > 0, where Cj is a positive constant depending on 5 non-increasingly,
X is a constant depending on «, F(-) is a polynomial in its argument.
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Now choosing first 8 = 1/(4C3), and then

1 1/x
1o = min | 7o, (4030[3F(401)> ’

we conclude from (2.9) that the solution to problem (2.3) is unique on [0, T{].

3. Uniqueness of the solution to the one-phase problem

Our next main result for one-phase problem is as follows:

Theorem 3.1. Let T > 0 and o € (0,1). Assume that (p°, (%) € C3T(Q) x C*+([0, 27]) satisfy
the compatibility conditions, Op°/0r < 0 on T, Q € C*([0,T)) and p. € C’g:a’(3+a)/2(F}) with
Ope/0t|i—o = 0. Then there exists T > 0 depending on the data of the problem such that one-
phase problem has a unique solution (p,() € E*"*(Qry) X E2+“(FT;) except for the extension
of ¢V to [0,27] x [0,T) satisfying

||pHE2+u(QTg) + ||C||E2+0(FT5) <. (3.1)

Like the two-phase problem we transform the one-phase problem into just the same equations
as (2.3). In [10] the existence of the solution (p*,(*) (cf. (2.2)) to one-phase problem on some
time interval [0,7p] (0 < Ty < T') was shown.

Let (p*,¢*) and (p**,(**) be two solutions satisfying

||PT||E2+(~(QTO) + ||CT||E2+a(pTO) SO (T =4 *x). (32)

For one-phase case the essential model problems are the same as (2.5), (2.7), (2.8) with
(u™,u~, o) replaced by (u,0, o).

Lu=f inR% >0, ul,_,=0; (3.3)
ou
Lu=f (z1€R, 23>0, t>0), Fom oo™ 0, ul,_,=0; (3.4)
Lu=0 (.Z'l € R,z >O,t>0),
0o B ou (3.5)

ot aiIz 12:0: g1, u—dp ’m:O: 92, (u’ Q) ‘t:OZ 0.

The solution (u, o) = (FL)~[(@, 8)] of problem (3.5) is represented by virtue of Green func-
tion Zy (cf. in Sec. 2):

a=0(&s)e 72 (2, >0), 9=do+g2 0=2Zo(G1—bd|¢|Ga).

Just in the same way as the two-phase problem, we can estimate the solutions of (3.3)—(3.5)
with the help of Lemma 2.2, and for a general domain the regularizer method for elliptic system
leads to the estimate of (p*,(*) — (p**, (*™):

Ip* =P I p2va@n) + €7 = Ml g2raqr,) <
<G4 (87 + CotX F'AC)) (I0" = 0™ lg2seigny + 1" = P llppraqey)  (3:6)

for any ¢t € (0,7p) and any 8 > 0, where Cp is a positive constant depending on 3’ non-
increasingly, x’ is a constant depending on «, F'(-) is a polynomial of its argument.
Now choosing first 5’ = 1/(4CY%), and then

1 1/X
fo = min TO’<4C§,C¢3/F’(4C£)) /

we conclude from (3.6) that the solution to one-phase problem is unique on [0, T§].
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O eAMHCTBEHHOCTHN KJIACCUYECKHWX PEIIeHuil 3a1a4
pPaauaJIbHOI BSA3KOIl MaJibIle0OpPa3HOil CTPYKTYPhI
B siueiike XeJje-I1loy

Atycn Tann

HemapramenT maTremMaruku Y HuBepcurera Keito
HNoxkorama, Amonus

Xwucacu Tanu

JANUS

Hoxkorama, Amonus

Anvoranus. B [9,10] MBI ycTaHOBMIIM CYINECTBOBAHUE KJIACCUYIECKUX DEIICHUN IBYX(A3HON M OHO-
dazHoil 33129 paInaIbHON BSI3KOM allIMKaTypbl COOTBETCTBEHHO B siueiike Xeste-11loy mapaGoamueckoit
perynsipusanueii u obpaleHneM B HyIb KO(MDUIIMEHTa TPOU3BOIHON O BPEMEHH B MapabOIHIecKOM
ypaBHeHHH. B 9TOl craThe Mbl HOKA3bIBAEM €JIMHCTBEHHOCTb TAKUX PEIIEHUN COOTBETCTBYIOIIMX 3a/ad.

KorodeBble cioBa: K/IACCHYECKOE DeIlleHne, yHUKAJIBHOE HAJIMYUe, PAJINAJIbHA BsI3Kasl MaJblleo0opas-
Had CTPYKTyDpa.
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