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Abstract. One of the advantages of the data analysis method is the ability to take into account 

the specifics of the problem. When this advantage is realized in practice, the method 

parameters are adjusted to a specific task. The more parameters a method needs to be 

configured, the greater the possible number of implementations. However, in this case it 

becomes more difficult to configure this method for a specific task. Note also that the correct 

setting of the method parameters allows you to find a compromise between the criteria set by 

the customer to the results of the method. The paper presents the possibility of adjusting the 

parameters of the method of logical data analysis in order to take into account the specifics of 

the problem being solved, and adjusts the parameters of the method in solving the problem of 

controlling the landing of a spacecraft. 

1.  Introduction 

The method of logical data analysis refers to the logical classification algorithms, the principle of 

which is to identify patterns in the data and formalize them in the form of a set of rules described by a 

simple formula. This method has been successfully used to solve a number of problems from different 

areas [1-3]. The main idea of the method is the joint use of actions on "differentiation" and 

"integration", produced on the area of the space of initial features, containing the given positive and 

negative observations. At the step of "differentiation" (pattern formation) a family of small subsets 

with characteristic positive and negative features are determined. At the "integration" step 

(construction of the classifier), the unions of these subsets formed in a certain way are considered as 

approximations of the regions of the feature space containing positive and, accordingly, negative 

observations [4]. 

The method of logical data analysis is a flexible tool enough for data analysis, allowing to take into 

account the specifics of a particular classification task and the requirements of the customer when 

solving it. At the stages of construction of the reference set (a set of features that allows to separate 

with high accuracy positive observations from negative ones), formation of regularities, construction 

of the classifier, there are parameters of the method, which by means of purposeful adjustment allow 

to maintain a balance between different criteria for comparison of classification algorithms. The 

following is a description of the method parameters for each of these steps and how to configure them. 

 



2.  The possibilities of setting the parameters of the logical data analysis method 

At the stage of construction of the reference set, the researcher establishes the minimum number of 

differences between the observations of the two classes, i.e. the number of features on which they 

should differ. We obtain different sets of features that are used in the future in the construction of 

patterns, by varying this parameter. Changes in this parameter affect the accuracy of the classification 

and the complexity of the rules. The smaller the set of features used for separation, the lower the 

complexity of building rules, as the search space is reduced. However, with a significant reduction in 

the search space, it is not possible to build rules and a composition of these rules that correctly 

classifies the observations of the test sample.  

At the stage of regularities formation, the use of an optimization model that allows the rule to cover 

a small number of observations of another class, allows you to find patterns with a higher coverage, 

from which a more accurate classifier is built. This approach is effective in solving problems with the 

emissions and noise presence and a large number of gaps in the sample data.  

When using this optimization model, the researcher sets the number of observations of another 

class, which can capture each rule. With the help of regulation of this parameter, a compromise is 

established between the recognizing and generalizing classifier abilities. When the parameter value is 

low, the retraining effect occurs because the percentage of correctly classified observations from the 

training sample exceeds the percentage of correctly classified observations from the test sample. By 

increasing the value of the parameter, we achieve a balance between the recognizing and generalizing 

abilities of the classifier. 

Also in the search for regularities in the use of optimization models to generate rules that produce 

significantly different subsets of observations of the sample, there is a parameter that indicates the 

maximum number of patterns that covers the observation of the training samples in the classifier [5]. 

This parameter for each class is set in the range from 1 to the maximum number of built regularities 

for this class. If the parameter takes a value close to or equal to the maximum number of regularities 

for this class, the new classifier works similarly to the optimization model with the maximum 

coverage. If the argument is to aim for 1 reduces the number of rules with the value of the objective 

function is greater than 0, which make up the classifier, as it captures the observations and their 

weights are set to zero. In the new classifier there is an insufficient number of regularities, which in 

the end are not able to classify the newly incoming observations, ie. the quality of classification is 

reduced. In this case, there is a high percentage of refusals from classification. It is empirically 

verified that the parameter value should be selected in the range from 5 to the average coverage of the 

regularities constructed using the optimization model with the maximum coverage, and the lower the 

parameter value, the less the number of rules in the classifier, i.e., its interpretability increases. 

At the stage of classifier constructing in the implementation of the algorithmic procedure of 

building a classifier as a composition of informative patterns the threshold of informativeness acts as 

the parameter governing the number of patterns in the classifier [6]. With its gradual increase, the 

interpretability of the classifier increases, as the number of rules in it decreases, but, starting with a 

certain parameter value, there is an increase in refusals from the classification, therefore, a decrease in 

the accuracy of the classification as a whole. The increase in failures is due to the removal of all rules 

that previously covered certain observations of the test sample, i.e. the appearance of uncovered 

observations during the test. Therefore, it is necessary to set the correct value of the information 

threshold in order to maintain a balance between the interpretability of the classifier and the accuracy 

of the classification. 

 

3.  Results  

We will adjust the parameters of the method in solving the problem of controlling the landing of the 

spacecraft. Note that the sample size for this problem is 15. Table 1 shows a sample for this task, 

consisting of 6 observations that belong to the class with manual control of the ship (class 0), and 9 

observations belonging to the class with automatic landing of the ship (class 1). Each object in the 



sample is characterized by seven features: stability, error, sign, and, magnitude, visibility, class. As 

you can see, there are missing values in the sample, which are marked "*" in table 1. 

 

Table 1. Initial sample for the spacecraft landing control problem 

class stability error sign wind magnitude visibility 

1 * * * * * 1 

0 1 * * * * 0 

0 0 2 * * * 0 

0 0 1 * * * 0 

0 0 3 1 1 * 0 

0 * * * * 4 0 

1 0 4 * * 1 0 

1 0 4 * * 2 0 

1 0 4 * * 3 0 

1 0 3 0 0 1 0 

1 0 3 0 0 2 0 

1 0 3 0 1 1 0 

1 0 3 0 1 2 0 

0 0 3 0 0 3 0 

1 0 3 0 1 3 0 

 

The task is to extract the rules on the basis of the available data sample, which can be used to 

classify observations. 

The feature of the configuration method of the logical analysis of data for this task is the choice of 

the testing method. As a rule, for classification tasks the percentage division is used – a method of 

testing, in which the initial sample is divided into two parts: training and test. But since the sample of 

observations consists of only 15 observations, cross-checking is used as a method of testing in this 

case. 

The most frequently used method of cross-validation – k-regional method of statistics. This method 

consists in random division of the sample into k approximately identical subsets, one of these subsets 

is marked as a test subset, the model is built on k-1 subsets, and then tested on k-volume. This process 

is repeated k times, each time a new test subset is selected, then the average accuracy is displayed as a 

measure of the quality of the method used.  

The case of k-regions is called the method of a penknife or alternate skipping if the number k is 

taken equal to the number of observations in the sample, i.e. the test subset always consists of only one 

observation [7].  

Since there are missing values in the sample, a modified optimization model was used to find the 

rules, allowing the rules to cover a limited number of observations of another class. To solve the 

optimization problem, optimization algorithms based on the search for the boundary points of the 

admissible area [8-9] were used. These algorithms were developed specifically for this class of 

problems and are based on the behavior of monotone functions of the optimization model in the space 

of Boolean variables. The boundary point search algorithms are search algorithms, i.e. they do not 

require functions to be specified explicitly, using algebraic expressions, but use function calculations 

at points [10]. 

Examples of the rules that make up the classifier for the method of logical data analysis are given 

in table 2. The rules are obtained using a software application implemented by the authors [11] 

 

 

 

 

 



Table 2. Examples of rules for a spacecraft landing control problem 

class stability error sign wind magnitude visibility 

0 1      

0  <3     

0   1    

1      1 

1     <4  

1  ≥3     

 

According to the results, the classification accuracy was 80 %, i.e. 12 out of 15 observations were 

classified correctly. Each constructed rule consists of one variable. When building all the rules, only 

the “wind” variable is not involved. The obtained rules allow us to answer the main question: why 

does a particular observation belong to this class?  

To compare the results of the proposed method by accuracy, this problem is solved in the WEKA 

data analysis system using algorithms C4.5 [12], RIPPER [12], Adaboost [13]. Number of correctly 

classified observations for these algorithms: C4.5-9, RIPPER-9, Adaboost-11. Thus, the method of 

logical data analysis as a whole showed the best result in terms of classification accuracy, in addition, 

it has the ability to maintain a balance between different criteria for comparison of classification 

algorithms. 

It should also be noted that the peculiarity of the proposed method is that instead of simply 

answering the question to which class the new observation belongs, it builds an approximation of the 

regions of the feature space containing observations of the corresponding classes. The most important 

advantages of this approach are the ability to provide an explanation for any solution obtained by the 

method, the ability to identify new classes of observations, the ability to analyze the role and nature of 

signs. 
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