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#### Abstract

The LCMV-beamformers are widely used in many applications but to steer array pattern in some direction we need to use phase shifters or additional delay lines for presteering. In this paper, we introduce simple constraints in the DOA of the useful signal. These constraints have a form of a block-diagonal matrix. In a case when DOA is the broadside, simple constraints are equal to Frost's constraints.
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## I. Introduction

Linearly constrained minimum variance (LCMV) criterion is widely used in broadband adaptive antenna arrays that are described in many papers [1]-[4]. This criterion and iterative algorithm were proposed by Frost [5]. LCMVbeamformer uses tapped delay lines to increase broadband properties of the adaptive array. The adaptive antenna array is shown in Fig. 1, where M is the number of the array elements, J is the number of taps in the delay lines.

In the Frost's algorithm, it is assumed that directional of arrival (DOA) of useful signal is the broadside. If DOA is different from the broadside, the array can be pre-steered towards the desired DOA. Pre-steering can be done electrically or mechanically. It is necessary to use phase shifters or additional delay lines [2], [6]. Some authors modify constraint matrix to avoid pre-steering: the form of constraint matrix is not a block-diagonal one [7]-[9].

In this paper, it is proposed to use simple constraints in the DOA of the useful signal in the form of a block-diagonal matrix.

The paper is organized as follows: Section II briefly introduces LCMV-solution in direct and iterative forms, Section III shows that we can use simple DOA constraints instead of pre-steering. In Section IV we discus simulation results. Section V includes some concluding remarks about the proposed constraints.

## II. LCMV (Frost's) BEAMFORMER

According to Fig. 1, the output array signal is:

$$
\begin{equation*}
y(k)=\mathbf{w}^{H} \mathbf{X}(k), \tag{1}
\end{equation*}
$$

where symbol $(\cdot)^{\mathrm{H}}$ denote Hermitian transpose and bold symbols denote vectors and matrices.


Fig. 1. Adaptive antenna array
The total array output power (variance):

$$
\begin{equation*}
E\left\{|y(k)|^{2}\right\}=E\left\{\mathbf{w}^{H} \mathbf{X}(k) \mathbf{X}^{H}(k) \mathbf{w}\right\}=\mathbf{w}^{H} \mathbf{R}_{x x} \mathbf{w} \tag{2}
\end{equation*}
$$

where $E\{\cdot\}$ is an expected value, $\mathbf{R}_{x x}=E\left\{\mathbf{X}(k) \mathbf{X}^{H}(k)\right\}$ is the correlation matrix of the input signals.

Then the problem of finding optimum weight vector can be formulated as [5]:

$$
\begin{gather*}
\min _{\mathbf{w}} \mathbf{w}^{H} \mathbf{R}_{x x} \mathbf{w}  \tag{3}\\
\text { subject to } \mathbf{C}^{H} \mathbf{w}=\mathbf{F}
\end{gather*}
$$

The optimum LCMV weight vector is:

$$
\begin{gather*}
\mathbf{w}_{o p t}=\mathbf{R}_{x x}^{-1} \mathbf{C}\left(\mathbf{C}^{H} \mathbf{R}_{x x}^{-1} \mathbf{C}\right)^{-1} \mathbf{F},  \tag{4}\\
\mathbf{C}=\left(\begin{array}{ccc}
\mathbf{c}_{0} & & \mathbf{0} \\
& \cdots & \\
\mathbf{0} & & \mathbf{c}_{0}
\end{array}\right),
\end{gather*}
$$

$\tau_{i}=\tau_{i}(\theta, \varphi)$ is the propagation delay for the plane wave signal from the $0^{\text {th }}$ antenna to $\mathrm{i}^{\text {th }}$ and $T_{s}$ is the delay between adjacent taps of the tapped delay lines.

## A. DOA is Broadside

Assume that the useful signal arrives from the broadside then we can rewrite expression (8) in the following form:

$$
\mathbf{C}_{s}=\left(\begin{array}{cc}
1 & 0  \tag{9}\\
1 & 0 \\
0 & \exp \left(-j \omega_{0} T_{s}\right) \\
0 & \exp \left(-j \omega_{0} T_{s}\right)
\end{array}\right),
$$

taking into account that $\tau_{0}=\tau_{1}=0$ :

$$
\mathbf{C}_{s}=\mathbf{C}_{n}\left(\begin{array}{cc}
1 & 0  \tag{10}\\
0 & \exp \left(-j \omega T_{s}\right)
\end{array}\right)=\mathbf{C}_{n} \mathbf{C}_{0}
$$

In (10) the second matrix is diagonal and unitary one:

$$
\begin{equation*}
\mathbf{C}_{0}^{-1}=\mathbf{C}_{0}^{H} \tag{11}
\end{equation*}
$$

We consider expression $\mathbf{C}^{H} \mathbf{C}$ in (6):

$$
\begin{equation*}
\mathbf{C}^{H} \mathbf{C}=M \mathbf{E}, \tag{12}
\end{equation*}
$$

and we use constraint matrix (10):

$$
\begin{equation*}
\mathbf{C}_{s}^{H} \mathbf{C}_{s}=M \mathbf{E} \tag{13}
\end{equation*}
$$

because matrix $\mathbf{C}_{0}$ is unitary one.
Now, we can rewrite matrix $\mathbf{P}$ in (6) with constraint matrix $\mathbf{C}_{s}$ :

$$
\begin{equation*}
\mathbf{P}=\mathbf{E}-\frac{1}{M} \mathbf{C}_{s} \mathbf{C}_{s}^{H} \tag{14}
\end{equation*}
$$

We consider expression $\mathbf{C}_{s} \mathbf{C}_{s}^{H}$ in (14):

$$
\begin{equation*}
\mathbf{C}_{s} \mathbf{C}_{s}^{H}=\mathbf{C}_{n} \mathbf{E} \mathbf{C}_{n}^{H} \tag{15}
\end{equation*}
$$

Finally, we get:

$$
\begin{equation*}
\mathbf{P}=\mathbf{E}-\frac{1}{M} \mathbf{C}_{n} \mathbf{C}_{n}^{H} \tag{16}
\end{equation*}
$$

Moreover, we use response vector $\mathbf{F}$ in the following form:

$$
\begin{equation*}
F=\binom{1}{0} \tag{17}
\end{equation*}
$$

Therefore, the first term in (6) with constraint matrix (10) is rewritten in the following form:

$$
\begin{equation*}
\mathbf{C}_{s}\left(\mathbf{C}_{s}^{H} \mathbf{C}_{s}\right)^{-1} \mathbf{F} \equiv \frac{\mathbf{C}_{n} \mathbf{F}}{M} \tag{18}
\end{equation*}
$$

Thus, optimal iterative solutions (6) are similar when we use constraint matrix (7) or (8) under the assumption that the useful signal arrives from the broadside. Next, we show that optimal direct solutions (4) are the similar too. We can rewrite (4) with constraint matrix (10):

$$
\begin{equation*}
\mathbf{w}_{\text {opts }}=\mathbf{R}_{x x}^{-1} \mathbf{C}_{n} \mathbf{C}_{0}\left(\mathbf{C}_{0}^{H} \mathbf{R}_{n n}^{-1} \mathbf{C}_{0}\right)^{-1} \mathbf{F}, \tag{19}
\end{equation*}
$$

where $\mathbf{R}_{n n}^{-1}=\mathbf{C}_{n}^{H} \mathbf{R}_{x x}^{-1} \mathbf{C}_{n}$.
We can rewrite inversion of matrices in the following form:

$$
\begin{equation*}
\left(\mathbf{C}_{0}^{-1} \mathbf{R}_{n n}^{-1} \mathbf{C}_{0}\right)^{-1}=\mathbf{C}_{0}^{-1} \mathbf{R}_{n n} \mathbf{C}_{0} \tag{20}
\end{equation*}
$$

Therefore, we can write $\mathbf{w}_{\text {opt }}$ in the following form:

$$
\begin{equation*}
\mathbf{w}_{\text {opt } s}=\mathbf{R}_{x x}^{-1} \mathbf{C}_{n} \mathbf{R}_{n n} \mathbf{C}_{0} \mathbf{F} \tag{21}
\end{equation*}
$$

and taking into account that $\mathbf{R}_{n n}=\left(\mathbf{C}_{n}^{H} \mathbf{R}_{x x}^{-1} \mathbf{C}_{n}\right)^{-1}, \mathbf{C}_{0} \mathbf{F}=\mathbf{F}$ we get:

$$
\begin{equation*}
\mathbf{w}_{\text {opt } s}=\mathbf{R}_{x x}^{-1} \mathbf{C}_{n}\left(\mathbf{C}_{n}^{H} \mathbf{R}_{x x}^{-1} \mathbf{C}_{n}\right)^{-1} \mathbf{F} \tag{22}
\end{equation*}
$$

As in the previous case, we can conclude that direct solutions in the form (4) are similar when we use constraint matrix (7) or (8) under the assumption that the useful signal arrives from the broadside.

## B. DOA is not Broadside

Assume that the useful signal arrives from some direction except the broadside so we can rewrite expression (8) in the following form:

$$
\begin{equation*}
\mathbf{C}_{s}=\mathbf{C}_{s 0} \mathbf{C}_{0} \tag{23}
\end{equation*}
$$

where

$$
\mathbf{C}_{s 0}=\left(\begin{array}{cc}
\exp \left(-j \omega_{0} \tau_{0}\right) & 0  \tag{24}\\
\exp \left(-j \omega_{0} \tau_{1}\right) & 0 \\
0 & \exp \left(-j \omega_{0} \tau_{0}\right) \\
0 & \exp \left(-j \omega_{0} \tau_{1}\right)
\end{array}\right)
$$

Let us consider the expressions for the product of matrices $\mathbf{C}_{s}^{H} \mathbf{C}_{s}$ and $\mathbf{C}_{s} \mathbf{C}_{s}^{H}$ that included in the formula (6) for calculating the optimal weighting coefficients:

$$
\begin{align*}
& \mathbf{C}_{s}^{H} \mathbf{C}_{s}=2 \mathbf{E},  \tag{25}\\
& \mathbf{C}_{s 0}^{H} \mathbf{C}_{s 0}=\mathbf{E}, \tag{26}
\end{align*}
$$

$\mathbf{C}_{s 0}^{H} \mathbf{C}_{s 0}=\left(\begin{array}{cccc}e^{+j \omega_{0} \tau_{0}} & e^{+j \omega_{0} \tau_{1}} & 0 & 0 \\ 0 & 0 & e^{+j \omega_{0} \tau_{0}} & e^{+j \omega_{0} \tau_{1}}\end{array}\right)\left(\begin{array}{cc}e^{-j \omega_{0} \tau_{0}} & 0 \\ e^{-j \omega_{0} \tau_{1}} & 0 \\ 0 & e^{-j \omega_{0} \tau_{0}} \\ 0 & e^{-j \omega_{0} \tau_{1}}\end{array}\right)=2 \mathbf{E}$.
In a common case, we can write $\mathbf{C}_{s}^{H} \mathbf{C}_{s}=M \mathbf{E}$.
The second product has a form:

$$
\begin{equation*}
\mathbf{C}_{s} \mathbf{C}_{s}^{H}=\mathbf{C}_{s 0} \mathbf{C}_{s 0}^{H} \tag{27}
\end{equation*}
$$

Now, we can rewrite expression for matrix $P$ in (6) in the following form:

$$
\begin{equation*}
\mathbf{P}=\mathbf{E}-\frac{1}{M} \mathbf{C}_{s 0} \mathbf{C}_{s 0}^{H} \tag{28}
\end{equation*}
$$

The first term in (6) will have a form:

$$
\begin{equation*}
\mathbf{C}_{s}\left(\mathbf{C}_{s}^{H} \mathbf{C}_{s}\right)^{-1} \mathbf{F} \equiv \frac{\mathbf{C}_{s 0} \mathbf{F}}{M} \tag{29}
\end{equation*}
$$

We can rewrite iterative solution (6) with constraint matrix (24):

$$
\begin{equation*}
\mathbf{w}(k+1)=\frac{\mathbf{C}_{s 0} \mathbf{F}}{M}+\mathbf{P}\left[\mathbf{w}(k)-\mu y^{*}(k) \mathbf{X}(k)\right] \tag{30}
\end{equation*}
$$

From the obtained expressions it can be concluded that constraint matrix $\mathbf{C}_{s 0}$ (24) can be used instead matrix $\mathbf{C}_{s}$ (23).

Next, we write direct solution (4) with constraint matrix (23):

$$
\begin{equation*}
\mathbf{w}_{\text {opt } s 0}=\mathbf{R}_{x x}^{-1} \mathbf{C}_{s 0} \mathbf{C}_{0}\left(\mathbf{C}_{0}^{H} \mathbf{R}_{s s}^{-1} \mathbf{C}_{0}\right)^{-1} \mathbf{F} \tag{31}
\end{equation*}
$$

where $\mathbf{R}_{s s}^{-1}=\mathbf{C}_{s 0}^{H} \mathbf{R}_{x x}^{-1} \mathbf{C}_{s 0}$.
We can rewrite inversion of matrices in the following form:

$$
\begin{equation*}
\left(\mathbf{C}_{0}^{-1} \mathbf{R}_{s s}^{-1} \mathbf{C}_{0}\right)^{-1}=\mathbf{C}_{0}^{-1} \mathbf{R}_{s s} \mathbf{C}_{0} \tag{32}
\end{equation*}
$$

Therefore, we can write $\mathbf{w}_{\text {opt s0 }}$ in the following form:

$$
\begin{equation*}
\mathbf{w}_{\text {opt } s 0}=\mathbf{R}_{x x}^{-1} \mathbf{C}_{s 0} \mathbf{R}_{s s} \mathbf{C}_{0} \mathbf{F}, \tag{33}
\end{equation*}
$$

and taking into account that $\mathbf{R}_{s s}=\left(\mathbf{C}_{s 0}^{H} \mathbf{R}_{x x}^{-1} \mathbf{C}_{s 0}\right)^{-1}$ and $\mathbf{C}_{0} \mathbf{F}=\mathbf{F}$ we get:

$$
\begin{equation*}
\mathbf{w}_{\text {opt } s 0}=\mathbf{R}_{x x}^{-1} \mathbf{C}_{s 0}\left(\mathbf{C}_{s 0}^{H} \mathbf{R}_{x x}^{-1} \mathbf{C}_{s 0}\right)^{-1} \mathbf{F} . \tag{34}
\end{equation*}
$$

As we can see when we use different constraint matrices (23) and (24) similar solutions are obtained. Therefore, we can use constraint matrix (24) to make DOA constraints.

## IV. Simulation Results

As an example, we consider uniform linear antenna array of four isotropic elements and four tapped delay lines. Therefore, we can show that results obtained in Section III can be applied to arrays with number of elements more than two. Distance between adjacent elements is $\lambda / 2, \lambda$ is wavelength. We assume that useful signal DOA is $30^{\circ}$ and interference signal DOA is $-60^{\circ}$.


Fig. 2. Radiation patterns
Fig. 2 shows radiation patterns are obtained by direct solution (34) (solid line) and iterative solution (30) (dash line). As we can see, main lobes are orient in useful signal DOA.

## V. CONCLUSION

It is shown that we do not need to use pre-steering with additional delay lines in the case where useful signal arrives from an arbitrary direction. It is enough to use pre-steered simple constraint matrix.

In the case where DOA is the broadside, it was possible to simplify the iterative Frost's solution. Moreover, constraints in the form (8) are equivalent to the constraints in the form (7). In addition, the direct solution of an LCMVproblem with constraints in the form (8) is equivalent to the solution with constraints in the form (7).

The use of constraints in the form (8) is unnecessary for an arbitrary DOA of the signal. It suffices to use constraints in the form (24).

It should be noted that the obtained results can be applied to an adaptive array with any number of elements.
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