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Abstract. The genetic algorithm is one of the most well-known and frequently used global 

optimization algorithms. The software implementation of the algorithm in many programming 

languages and the development of various modifications of the selection parameters only 

encourage authors to analyze the GA parameters and search for their optimal values. Many 

works are trying to answer the question: what values of input parameters should be used for a 

greater likelihood of successfully finding the result. However, they only consider a specific set 

of parameters. This article describes the entire set of GA output parameters and draws up a 

recommendation for choosing initial values. Favorable sets of parameter values were found. 

Based on these sets, you can customize them for specific tasks. This study provides an example 

of using these sets to solve the problem of determining the parameters of a welded beam. 

Results were obtained corresponding to the best values of similar studies. It is important to 

note that in solving this problem, an initial set of parameters was already formulated, which 

facilitated the search for a global minimum. 

 

1. Introduction    

The genetic algorithm (GA) was developed in 1975. For all its existence, it has shown its effectiveness 

in solving optimization problems [1]. The abundance of scientific papers related to the research of this 

algorithm, apart from two factors: large number of software implementations of the algorithm in 

different programming languages [2-3]; various modifications of the algorithm, including the 

emergence of new types of selection, crossover and mutations [4-5]. 

There are many different modifications of the GA. Recent modifications have not been fully 

investigated and did not have time to prove their viability with each other. The developers leave 

recommendations on the standard values of the parameters, but they cannot be optimal for all 

applications.  

Due to the large number of adjustable GA parameters, there is the problem of selecting their 

optimal values, which are solved, for example, using other optimization methods [6]. This process is 

also called meta-optimization [7]. However, the meta-optimization process takes a lot of machine 

time, as it implies a multiple launch of the optimization algorithm. 

This article contains the initial sets of parameter values. GA with these parameters effectively finds 

a minimum on test problems. The results were used as initial GA settings for solving a real problem. 

The object of the research is the function of the dependence of finding the extremum on the values of 

the GA parameters. This paper assumes that GA operators are also its parameters, since they affect the 



 
 
 
 
 
 

efficiency of its work. As efficiency, we take the probability that, with the given input parameters, the 

algorithm falls in the vicinity of the minimum / maximum.   

In most of the reviewed research papers on relevant topics, such parameters as mutation 

probability, crossover probability, and population size and, in rare cases, selection parameters most 

often change. 

Authors such as S. S. Polyakov [8] and V Kapoor [9] investigated the effects of GA parameters on 

the algorithm's operation using the example of a number of test functions and came to general 

conclusions regarding the importance of the “mutation probability” parameter. O Roeva [10], M Javidi 

[11] and A Rexhepi [12], in addition to studying the influence of GA parameters, used them to solve 

problems. Thus, they supported the theoretical information with practical results. 

Moreover, at the same time, it can be noted that in most of the works described, there are no rules 

and developments for the selection of parameters [9–12], or the exact numerical characteristics of the 

GA parameters [8] are not given. 

2. Materials and methods  

For the study, the “GA” package was used in the article [13] with the R programming language, since 

this package contains a large number of GA modifications.  

Values of GA parameters recorded in Table 1 participate in the formation of all possible 

combinations of algorithm parameter values.  

 

Table 1. Values of GA input parameters. 

 
Two-dimensional 

functions 

Five-dimensional 

functions 

Ten-dimensional 

functions 

Population size 50, 100, 300, 500 100, 300, 500 300, 500, 700 

Probability of mutation 0.05, 0.1 0.05, 0.1 0.05, 0.1 

Crossover probability 0.7, 0.8, 0.9 0.7, 0.8, 0.9 0.7, 0.8, 0.9 

Elitism 0.01, 0.05 0.01, 0.05 0.01, 0.05 

Crossover type Mixed crossover (blxCrossover), a: 0.36, 0.5, 0.7. 

Local arithmetic crossover (laCrossover). 

Laplace crossover (laplaceCrossover), a,b: ((0, 0.1), (0, 

0.5)). 

Single point crossover (spCrossover). 

Full arithmetic crossover (waCrossover). 

Type of selection Linear ranking selection (lrSelection). 

Nonlinear rank selection (nlrSelection), q: 0.1, 0.25, 0.75. 

Selection with linear scaling (lsSelction). 

Roulette selection (rwSelection). 

Tournament selection (tourSelection), k: 0.05, 0.1. 

Mutation type Uniform mutation (raMutation). 

Uneven mutation (nraMutation). 

Powerful mutation (powMutation), pow: 10, 50. 

Mutation around the solution (rsMutation). 

 

Within the framework of this study, we will assume that the main time costs during the operation of 

the GA are observed when the optimized function is started. Then, in order to limit the simultaneous 



 
 
 
 
 
 

growth of NP and the number of iterations of iterCount, we assume that the optimized function can 

only be run N times. Then the number of iterations will be calculated by the formula: iterCount = N / 

NP. N depends on the dimension of the problem: 5000, 7000 and 15000 in dimensions 2, 5 and 10, 

respectively. 

Also for each dimension, a different set of population size values was used. The population sizes of 

300 and 500 are common for each dimension, while 50 is only for two-dimensional, and 700 is only 

for ten-dimensional. This feature is related to the fact that as the dimension increases, it is necessary to 

explore the search space in more detail.   

Let’s formulate a criterion for the effectiveness of GA. 

Let some function ( )f x  be given, which has a global extremum at a point x*. There is M – number 

of GA launches with a given set of input parameters. Then the effectiveness of this set is the ratio of 

the number of hits in a square neighborhood of size 2*e of the desired point xopt to the number M (or, 

in other words, the relative probability of falling into an extremum).  

For the study was selected the following set of test functions [14]: Rastrigin, Rosenbrock and 

Schwefel. Each of the functions will be considered in three dimensions: 2-dimensional, 5-dimensional 

and 10-dimensional. A similar set of dimensions was used in other scientific works [15], therefore, for 

the task, he, according to the authors, is preferable to achieve the goal of the study. 

To analyze the results, the following strategies were developed for selecting the input parameter 

values:  

 

• Search for the best parameter sets. 

• Search for the worst values. 

 

Tools have been used to demonstrate the estimation of probability density data at various levels. 

Based on this, each parameter of a specific data set has its own median of the probability of 

successfully finding a minimum and the interquartile range. Screening occurs if the difference between 

the medians of two parameter values is too high (more than 30%) or the interquartile range of one 

parameter value is significantly higher than the other (more than 30%).  

The following experiment was carried out: such parameter values were selected that for a given 

function of each dimension show high efficiency. The results of the experiment are shown in Table 2, 

where the sign of the dash in some cells means that there is no such value of the input parameter that 

shows high efficiency for all dimensions of this function.  

 

Table 2. Favorable values of parameters. 

Input parameter 
Rastrigin function 

Rosenbrock 

function 
Schwefel function 

Crossover type laCrossover  - blxCrossover 

Additional parameter 

blxCrossover 
- - 0.36, 0.5, 0.7  

Type of selection lsSelection - - 

Mutation type nraMutation, 

raMutation 

powMutation 

(10 and 50) 
raMutation 

Population size - - 300 

Probability of mutation 0.1 0.05, 0.1 0.1 

Crossover probability 0.8, 0.9 0.7, 0.8, 0.9 0.7, 0.8, 0.9 

Elitism 0.05 0.05 0.01, 0.05 

 



 
 
 
 
 
 

You can see that all functions have parameters that do not have an optimal value, effective for any 

dimension of a given function. Based on this, it cannot be argued that for one function, but of different 

dimensions, the same set of parameters will work with the same efficiency.  

At the end of the first strategy stage, intermediate conclusions can be drawn: certain values of 

auxiliary parameters are equally effective for different selection methods, regardless of the function 

and its dimensionality. Certain values of such GA parameters as mutation probability, crossover 

probability, and elitism show themselves well for a given set of functions. Moreover, increasing the 

dimension does not affect the efficiency of these parameters, while there is a need to increase the size 

of the population. 

After the results of the first strategy, the second was carried out. As a result, the following values of 

input parameters most often show low efficiency for the proposed set of functions:  

 

• Mutation type: rsMutation. 

• Type of selection: rwSelection. 

• Population size: 50 и 700. 

 

These values show efficiency only for a specific function and do not have universality.   

The obtained effective values of the parameters will be used as the initial approximation of the GA 

parameters for the real optimization problem. 

3. Experimental study 

Determining the parameters of welded beam was defined as a realistic objective [16-23]. It is 

necessary to find the minimum cost of the beam design, determined by the vector of parameters x = 

(x1, x2, x3, x4)^T. In addition to the specified objective function, the following restrictions must be 

taken into account: shear stress t; bending q; longitudinal load Pc; beam deflection qe. 

Mathematically, we can formulate the problem as follows: 
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As the initial parameters of the GA, we used the values of the parameters obtained as a result of 

research on test functions. Thus formed 3 sets of parameters that are used as the initial approximation 

of the values of the parameters of the GA. After that, the values of the types of selection, mutations 

and crossover are fixed, changing only the values of the other parameters, which are saved when the 

result is improved. For each set, 10 runs of the algorithm were made, after which the best-found value 

was saved. 



 
 
 
 
 
 

As a result, the smallest minimum of the function was found using the following set of parameters: 

number of individuals is 150, probability of mutation is 0.1, probability of the crossover is 0.8, elitism 

is 0.05, type of mutation is nraMutation, the type of selection is tourSelection, type of crossover is 

blxCrossover. Lets’s compare the results of the genetic algorithm with these parameters with the 

results of other works (Table 3). 

 

Table 3. Results of solving the optimization problem in other studies. 

  This article Deb [16] Siddall [17]  
Ragsdell 

[18] 

Coello 

[19] 

Wang 

[20] 

Coello 

[21] 

Coello 

[22] 

Yongquan 

[23] 

x1 0.2057 

  

0.2489 

  

0.2444 

  
0.2455 0.2060  0.2024 0.2088  0.2057 0.2573 

x2 3.4705 6.1730  6.2189 6.1960 3.4713  3.5442 3.4205  3.4705 3.4705 

x3 9.0366 8.1789 8.2915 8.2730 9.0202  9.0482 8.9975  9.0366  9.0366  

x4 0.2057 -0.2533 0.2444 0.2455 0.2065  0.2057 0.2100  0.2057 0.2057 

f(x) 1.7249 2.4331  2.3815  2.3859 1.7282  1.7280 1.7483  1.7249 1.7249 

 

The result obtained corresponds to the best solution found in [22-26], which indicates the 

effectiveness of applying the recommended parameters. 

4. Discussion 

In most real-world optimization problems, their specificity is determined by the type of the objective 

function. For the research in this article, 2 classes of objective functions were selected that can be 

encountered in practice when describing real problems. The results were used as initial approximations 

for solving the problem of engineering optimization. Comparison with the results in other articles 

allows making a conclusion about the effectiveness of the approach used to the selection of the initial 

parameters of the algorithm. In the future, we plan to conduct research on the functions of other 

classes. The approach used in the article can also be used to select configurations of other global 

optimization algorithms. 

In the process of selecting the parameters of the algorithm on test functions, it was found that as the 

dimension increases, the optimal value of the population number increases, at which the maximum 

probability of finding an extremum is reached. This observation needs additional research. However, 

not always the larger the population, the better is the minimum. First of all, with an increase in the 

number of the population, the time spent on the work of the HA also increases, and the increase in the 

number does not always pay off [24]. 

5. Conclusion 

Summarizing the results of this study, favorable sets of parameter values were found. Based on these 

sets, you can customize them for specific tasks. 

This study provides an example of using these sets to solve the problem of determining the 

parameters of a welded beam. Results were obtained corresponding to the best values of similar 

studies. It is important to note that in solving this problem, an initial set of parameters was already 

formulated, which facilitated the search for a global minimum.  
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