Journal of Siberian Federal University. Mathematics & Physics 2019, 12(4), 496-502

VK 517.55+517.923+514.74
On Integration of Functions of Complexity One

Valery K. Beloshapka*

Faculty of Mechanics and Mathematics
Moscow State University

Vorob’evy Gory, Moscow, 119991
Russia

Received 16.01.2019, received in revised form 04.03.2019, accepted 06.05.2019

We describe functions of complexity one with antiderivative of the same complezity.

Keywords: falsity of analytic functions, complexity classes, integration.
DOLI: 10.17516/1997-1397-2019-12-4-496-502.

"Are antiderivatives of some elementary functions still elementary functions?"

Such questions arose at the beginning of differential algebra in the work of Liouville and other
authors [1,2]. Here we discuss an analog to this question. In our question, we replace a class
of elementary functions with a class of analytical functions of two variables of complexity one:
Cly = {z(z,y) = c(a(z) + b(y))} (where (a,b,c) are some analytical functions of one variable).
This class is the simplest in the hierarchy of complexity classes [3] and the functions of this class
have a certain uniqueness property [4].

If a function z(z,y) has a complexity not more than n < oo, then the complexity of its
partial derivative z,(z,y) is no more than 2n. This is the corollary of the rule of differentiation
of a complex function. If in this assumption we replace an inequality with an equality, it will
be possible to say that the antiderivative is twice simpler than the original function. But it is
possible to get by differentiation of higher complexity function a function of lower complexity.
Hence, it is possible that an antiderivative of a function is more complex than a function itself.
Though we have some open questions.

Let N(z) be a complexity of the function z(x,y). For an analytical z this number does not
depend on the choice of a point and a germ [5].

Question: Is it possible N(z) < co and N ([ z(z,y) dx) = 00?
The partial case of this question for N(z) = 1. Is it possible N ([ ¢(a(z) + b(y)) dz) = c0?

If N(z) = 0, the answer is obvious. If z = a(z) then [ zdx = A(x)+ B(y) and N(A+ B) = 1.
If z = b(y), then [z dz =b(y) z + B(y) = B(z,y) and N(B) < 2.

In this paper, we answer a simpler question. Which functions of complexity one have an-
tiderivatives of the same complexity?

Consider a function of complexity one z(x,y) = c(a(x)+b(y)), where (a, b, ¢) are not constant.
By differentiation we get

w(z,y) = 2, = d(a(z) + b(y)) o' ().

The complexity of w is no more than two. Let its complexity be no more than one. It means
(see [3])

o(w) = (hl (%))N =0. (1)
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and we have
— caar®asco’cr + 2 a1’ cs®ascacy — ar’czazce® — ajcsca’azer + a1624a3—
- C4a2202012 + 032a22012 + 303(12202261 - 3@22624 =0 (2)
This differential polynomial depends on derivatives which we denote subscripts
(e, ", " eV, a' a",a"). If we replace b~1(t — a(x)) with y in c(a(x) + b(y)) we will get c(t).
That’s why we can consider ¢, a and its derivatives as functions of independent variables ¢ and x.

Case A. Let ca = 0, 1.e. ¢(t) is linear. After a change of a and b we can consider z = a(z)+b(y).
But in this case the derivative z!, = a/(z) has a complexity zero.

Case C. Let ag =0, i.e. a(z) = kx + 1. After a change of a and b we can consider a(z) = z,
ie. z=c(z+b(y)). And 2, has a complexity one for all non-constant a and c.

If @ = a; and ¢ = ¢; are non-constant, then we can consider A = a; and C = ¢; as
independent variables and P(A) = ag, Q(C) = ¢z as unknown functions. And we can rewrite (2)
as

2 2
0Q(0) 3150(0) - ¢ (15Q(0)) +4Q(0) 100+
+ AC ((fC’Q (C)) diAP(A) +C%P (A) % (C)—AQ(C) diAP(A) —
S3OP(A)SQO +3PMAQE@O) =0 ()

For each fixed C the equation (3) is the ordinary differential equation in relation to P(A).
This equation has a form

d 2 _
kAd—AP(A)JrlP(A)erA =0 (4)
where
d
k=C15Q(C) - Q(C),
d2

l:C’Qd—O2 (C)—Z’»C%Q(C)4—3@(6’)7

dc? dc dc
Case B. Let k = 0. As a solution to this equation we get Q(C) = AC and then c¢(t) =

= (/X)) exp(At) +v. And we see that in this case z has a form z = a(z) b(y). It is clear that 2},
has a complexity one for all non-constant a and b.

m=CQ(C) 300 - (3 Q(C))2+< Le@) ).

Let G be a pseudo-group of transformations of the form

a(z) = alaz + @),
b(y) — b(B(y)),
c(t) = v e(t) + 7.

for all constants o # 0, &,v # 0, ¥ and for any non-constant S(y). And let H be a
(pseudo)subgroup of G of transformations of the form

a(z) = a(z),
b(y) = b(B(y))s
e(t) = v e(t) + 7.
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Statement: (a) An analytical function z(z,y) = c(a(x) +b(y)) ((a,b, ¢) are non-constant) has a
derivative 2/ (x,y) = ¢'(a(z) + b(y)) o’ (z) of complexity one if and only if it is true for Z = go z,
where g € G.

(b) A function z(z,y) = c(xb(y)) ((b,c) are non-constant) has a derivative z,(z,y) =
=/ (z b(y)) b(y) of a complexity one if and only if it is true for Z = ho z, rme h € H.

The proof we will get by the differentiation.
Case 1. Let | =0, k # 0. From the equation [ = 0 we have

Q(C) = C3\+ Cp. (5)

From k # 0 we get A # 0.
Case 1.1 (in the theorem, this case is denoted as(1)). Let p = 0 then we get

V=2At+v

c(t) = S a(r) =T12° + KT+ p.
It is possible to transform function z = c(a(z) + b(y)) in

z = /2% + 32, and its derivative in 2/, =

by transformations from G.
Case 1.2. Let p # 0 then we get

and

then P(A) = —A%u — 12 or

4z d ?
@a(x) + p (dxa (x)) +v2=0.
If v = 0 then by integration we get

1
o (z) = n(pKa+pp)
7
(in the theorem, this case is denoted as (2)). By transformations from G we can transform this

z = c(a(z) + b(y)) into

(\/ 22y +1
z = arctan | ——

Yy

Y

Narorrsy

) , and its derivative into 2/, = —

If v # 0 then by integration we get

o (z) = iln <u (FL sin (V\/ﬁl') — p cos (V\/ﬁx))2>

2 V2
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(in the theorem, this case is denoted as (3)). By transformations from G we can transform such
function z = c(a(x) + b(y)) into

1 — (sin (2))° 2
z = arctan , and its derivative in 2}, = — ycos (x)

sin (x)y 1 — (sin (2))” y2 .

Case 2 (in the theorem, this case is denoted as (I)). Let k # 0, { #0, | + 2k = 0 then from
equation | + 2k = 0 we get
QC)=AC+pCln(C).

If w =0 then Q(C) = AC and k = 0. From this contradiction we get u # 0. Now we have
Q(C)=XC+ puCln(C), ie. c(t) satisfies the equation

(t) = (&) (A + p In(c'(2))).
After substitution this expression for Q(C) into (3) we get
A2y~ AdiAP(A) 2P (A) =0
and then we get P(A) = (u In (A) + v) A%2. Then we solve the equation
(@) = (p (o (2)) +v)d (2)°
and get a(x).
Case 8. Let k #£0, [ #0, l+2k # 0. From equation (4) we get

mA2 L
P(A)=——+A"%
=g A ©)
or ) l
d? m (fa(z) d T
e () IR
. . . mA?
Case 3.1 (in the theorem, this case is denoted as (4)). Let n =0 then P (A) = — hrl and

we get

2k +1
a(z) = — m+ In(z) + p.

Now we can represent z as z = c¢(zb(y)). Let us write the first class condition (1) for w = 2/, =
= (zb(y)) b(y). Then after substitution x = t/b(y) we get

0301200152 — 201000221?2 + 01302t2 + 0301002t — 0020221?—
-2 6126002t +2 Cl4t + 0160202 - 201360 =0.

Then from this equation we get
eul/ _ -2
c(t)y=— (t_’\ e — 1) .
t
By transformation from H we can transform such function z = ¢(z b(y)) into

(1 + (wy)™) ™ (zy)™
z (14 (zy)™)

z=(1+ (zy)™)M™ a ee npoussomnyio B z, =
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Case 3.2 (in the theorem, this case is denoted as (II)). Let n # 0 then we can substitute (6)
into (2), separate the terms with a multiplier A% and the terms with a multiplier A~%. We have
two equations

— C%kmga+ 2 Ck*qoq2— 2 Ck* 1%+ Cklgoga — Cklgi® + Ckmar + 2k*qoq + klgoqi — kmgo = 0,

2C%k%ngs + C%klngs — 6 Ck*ng, — 5 Cking, — ClPngy + 6 k*ngo + 5 kingo + 1*ngo = 0.

By elimination of ¢y from this equations we get (see our inequalities)

c(ddCQ(C))k+cm—3Q(C)k—Q(0)zzo.

From this equation we get
Q(C) = ——— + C3FF A,

This equation with (6) transforms (3) into identity. This expression for Q(A) is equivalent to
the equation

_ e
a’

d2 m%c(t) d ians B
-2 ()1

So, we have proven our main theorem.

Theorem. Let an analytical function of a complexity one z(x,y) have a derivative of a complexity
no more than one z.(x,y). Then the function is one of the following list:

or the function z = c(a(zx) + b(y)) up to transformations of G has the following form

(1) 2=V +92, 2= ——
2+ y?

[—x292 + 1
(2) z = arctan (W—) , 2= Y

Ty r [—22y2 4+ 1
1 — (sin (2))? y2
B e [V L e
ey - (i (2))y?

(1 + (2)™) /™) (ay)™

z = zy)™) ™) =
@ = @, o= S

or the function has a form z = c(a(x) + b(y)), where b(y) is arbitrary and (c(t),a(z)) are any of
the solutions of the following equations

() @O =@Eh(E)+mdl),  d@)=(h@)+n)d@)?,
(1) " () = A (O +v (@ 1)*™=0, (@) +A(d (2))" +n (@) " =0,

In both of these cases zl, = ¢/ (a(x) + b(y)) a’(x) has a complexity one.
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Remark 1. In cases (I) and (II) it is possible to represent the functions ¢(t) and a(z) in quadra-
tures. In the case (I) ¢ and a have a representation in a form of an exponential integral Ei(p, s).
In the case(II) we have a representation in a form of a hypergeometric function oF;(c, 8; 7; s).

Let us consider the equations from the case (I). With the use of the transformation c(t) —
v ¢(t) we can make m = 0 in the first equation. With the use of the transformation a(z) — a(ax)
we can make n = 0 in the second equation. From the equation

¢'(t) = /() In (¢ (1))

we get i1 it
c(t) = _Bi(Lpeth) to,
w

where o
Ei(p,s) = / e 'S tTPdt
1
is the exponential integral. Then we can represent a(z) with the same Fi(p,s) (and by the

inverse function and integration).
Let us consider the equations from the case (II). From the first equation we get

A (n+2)~*
c(t) —/( 5 5 > ePre Mt dt 4 0.
verXtierit (epA) (er )" 1

It is clear that this function is the composition of the exponent and the integral of the form

do _ . .
/W—02F1(1/27(ﬂ+2) : 3/2; AJ),

This integral is a hypergeometric function. We may express the function a(z) from the second
equation with the use of the inverse function and integration

/ do
Ao2+no—H

After transformation o — P this integral transforms into the integral of the form
o

do _ -1, -1, 2—p
/O_QTH—O'QFl(l,(Q—M) ,1"‘(2—/1/) ; — 0O )

This integral is a hypergeometric function.

Remark 2. The cases (A), (B), (C) and (1), (2), (3), (4) have very explicit descriptions.
Descriptions of the cases (I) and (II) are a little bit more complicated.

Remark 3. The description in our theorem has the following format: (function, its derivative).
By transposition of this pair we get a description of the following format: (function, antideriva-
tive).
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O6 uaTerpmpoBaHuu GyHKIUN cjioKHOCTH 1

Bagepuit K. Besontanka
MexaHUKO-MaTeMaTHuIeCKuil (hbaKyabTeT
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Bopobresnl ropsr, Mocksa, 119991
Poccus

Onucanv, YHKYUU MEPB020 KAGCCH GHAAUMUYECKOT CAONHCHOCTIU, UMENULUE Nepeoobpastvie Mol dice
CAOHCHOCTNU.

Katouesvie cao6a: cA0HCHOCID GHAAUMUYLECKUT gﬁyu%uuﬁ, KAACCOL CAOHCHOCTNU, UHMELPUPOBAHUE.
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