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The differential equations describing convection in binary mixture with Soret and Dufour effects are considered. The symmetry classification of these equations with respect to the constant parameters is made. It is shown that a generator producing equivalence transformations of constants is defined accurately up to a factor arbitrarily depending on these constants. The equivalence group admitted by the governing equations is calculated. Using this group, a transformation connecting the systems with and without Soret and Dufour terms is derived. In pure Soret case, it reduces to a linear change of temperature and concentration. The presence of Dufour effect requires an additional change of thermal diffusivity and diffusion coefficient. A scheme for reducing an initial and boundary value problem for Soret-Dufour equations to a problem for the system without these effects is proposed.
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## Introduction

It is well known that symmetry analysis provides a powerful tool for studying partial and ordinary differential equations [1]. This method is especially fruitful in application to the equations of physics and mechanics since many of them are derived on the basis of invariance principles. Symmetries give important information about qualitative properties of differential equations and provide a basis for their classification and simplification. Moreover, they can be effectively used for constructing exact solutions of non-linear problems.

This paper deals with symmetry analysis of equations describing convective motion in a binary mixture. Convection in binary mixtures has been an active field of research over the last decades [2-4]. The flow dynamics in mixtures is more complex than that of one-component fluids due to an interplay between advection and mixing, solute diffusion, and Soret and Dufour effects (also known as cross-effects). The Soret effect (or thermal diffusion) is a molecular transport of substance associated with a thermal gradient. It results in component separation in nonuniformly heated fluid. The situation when a concentration gradient induces heat transfer is called the Dufour effect. This effect is important only in gas mixtures.

We assume that the Oberbeck-Boussinesq approximation is valid. Then the deviations of temperature $T$ and concentration $C$ (expressed as a mass fraction) from their mean constant values $T_{0}$ and $C_{0}$ are relatively small and the mixture density can be written in the form

$$
\rho=\rho_{0}\left(1-\beta_{T} T-\beta_{C} C\right) .
$$
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Here $\rho_{0}$ is the mixture density at the mean values of temperature and concentration, $\beta_{T}$ and $\beta_{C}$ are the thermal and concentration expansion coefficients respectively. It is supposed that $C$ is the concentration of the lighter component, so $\beta_{C}>0$. The equations of motion have the form $[2,5]$

$$
\begin{align*}
& \boldsymbol{u}_{t}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=-\frac{1}{\rho_{0}} \nabla p+\nu \Delta \boldsymbol{u}-\mathbf{g}\left(\beta_{T} T+\beta_{C} C\right) \\
& T_{t}+\boldsymbol{u} \cdot \nabla T=\left(\chi+\alpha^{2} D N\right) \Delta T+\alpha D N \Delta C  \tag{1}\\
& C_{t}+\boldsymbol{u} \cdot \nabla C=D \Delta C+\alpha D \Delta T \\
& \operatorname{div} \boldsymbol{u}=0
\end{align*}
$$

where $\boldsymbol{x}=\left(x^{1}, x^{2}, x^{3}\right)$ is the coordinate vector; $\boldsymbol{u}=\left(u^{1}, u^{2}, u^{3}\right)$ is the velocity vector; $p$ is the difference between actual and hydrostatic pressure; $\mathbf{g}=(0,0,-\mathrm{g})$, where g is the gravitational acceleration; $\nu$ is the kinematic viscosity; $\chi$ is the thermal diffusivity; $D$ is the diffusion coefficient. We suppose that all transport coefficients are constant and correspond to the mean values of temperature and concentration. The Soret effect is characterized by the parameter

$$
\alpha=C_{0}\left(1-C_{0}\right) D_{T} / D
$$

where $D_{T}$ is the thermal diffusion coefficient. The case $\alpha<0$ corresponds to positive Soret effect, when the lighter (heavier) component is driven towards the higher (lower) temperature region. In case of negative Soret effect we have $\alpha>0$, and the opposite situation is observed.

Thermodynamic parameter

$$
N=\left[\frac{T}{c_{p}}\left(\frac{\partial \mu}{\partial C}\right)_{T, p}\right]_{T_{0}, C_{0}}>0
$$

is responsible for Dufour effect. Here $c_{p}$ is the specific heat at constant pressure, $\mu$ is the chemical potential of the mixture. The expression in square brackets is taken at the mean values of temperature and concentration.

Symmetry properties of two-dimensional equations describing free convection in onecomponent fluid were studied in [6] (see also [7]). The case of stationary plane flows was considered in the earlier paper [8]. Symmetry analysis of equations for convection with Soret effect was first performed in [9]. Invariant solutions of rank 1 and 2 were classified in [10,11] (the first and second order optimal systems of subalgebras for the admissible Lie symmetry algebra were constructed). Invariant solutions describing convective motion in binary mixture with Soret effect in plane and cylindrical vertical layers have been recently studied in [12, 13].

This paper is organized as follows. In section 1, symmetry classification of system (1) with respect to the nine constant parameters is performed. The one-parameter transformation subgroups produced by the generators of the admissible Lie symmetry algebras are described. Section 2 is devoted to studying the equivalence properties of the governing equations. It is shown that a generator producing equivalence transformations of constants is defined accurate to a factor arbitrarily depending on these constants. In section 3, we use the equivalence group to derive a transformation connecting the equations with and without Soret and Dufour terms. In pure Soret case, the number of transformed variables is minimized to temperature and concentration. The presence of Dufour effect also requires a change of thermal diffusivity and diffusion coefficient.

A scheme for reducing an initial and boundary value problem for equations (1) to a problem for the system without cross-effects is proposed.

## 1. Symmetry Properties of the Governing Equations

The equations of motion (1) contain nine constant parameters. Eight of them specify the properties of fluid, and one defines the gravitational acceleration. In this section, we consider the symmetry classification of system (1) with respect to these parameters. It is supposed that $\alpha, N, \beta_{T}, \beta_{C}$ can take zero values (in this case, the corresponding terms in the equations are omitted). This approach allows us to study the symmetries of different models that can be obtained from system (1) by taking into account or neglecting Soret and Dufour effects or dependence of density on temperature and concentration. Note that the case of zero gravity $(\mathbf{g}=0)$ is equivalent to the case $\beta_{T}=\beta_{C}=0$ from symmetry analysis point of view. In what follows we assume that the parameters $\rho_{0}, \mathrm{~g}, \nu, \chi, D$ are positive according to their physical meaning.

Let us introduce the following notation. If $f(t, \boldsymbol{x})$ is an arbitrary function, then its derivatives are denoted as follows:

$$
\frac{\partial f}{\partial t}=f_{t}, \quad \frac{\partial f}{\partial x^{i}}=f_{i}, \quad \frac{\partial^{2} f}{\partial t \partial x^{i}}=f_{t i}, \quad \frac{\partial^{2} f}{\partial x^{i} \partial x^{j}}=f_{i j}, \quad i, j=1,2,3, \quad i \leq j
$$

Using this notation, we rewrite equations (1) in coordinate form:

$$
\begin{align*}
& u_{t}^{1}+u^{1} u_{1}^{1}+u^{2} u_{2}^{1}+u^{3} u_{3}^{1}+\rho_{0}^{-1} p_{1}-\nu\left(u_{11}^{1}+u_{22}^{1}+u_{33}^{1}\right)=0  \tag{2}\\
& u_{t}^{2}+u^{1} u_{1}^{2}+u^{2} u_{2}^{2}+u^{3} u_{3}^{2}+\rho_{0}^{-1} p_{2}-\nu\left(u_{11}^{2}+u_{22}^{2}+u_{33}^{2}\right)=0  \tag{3}\\
& u_{t}^{3}+u^{1} u_{1}^{3}+u^{2} u_{2}^{3}+u^{3} u_{3}^{3}+\rho_{0}^{-1} p_{3}-\nu\left(u_{11}^{3}+u_{22}^{3}+u_{33}^{3}\right)-\mathrm{g}\left(\beta_{T} T+\beta_{C} C\right)=0,  \tag{4}\\
& T_{t}+u^{1} T_{1}+u^{2} T_{2}+u^{3} T_{3}-\left(\chi+\alpha^{2} D N\right)\left(T_{11}+T_{22}+T_{33}\right)- \\
& \quad-\alpha D N\left(C_{11}+C_{22}+C_{33}\right)=0  \tag{5}\\
& \quad-  \tag{6}\\
& C_{t}+u^{1} C_{1}+u^{2} C_{2}+u^{3} C_{3}-D\left(C_{11}+C_{22}+C_{33}\right)-\alpha D\left(T_{11}+T_{22}+T_{33}\right)=0,  \tag{7}\\
& u_{1}^{1}+u_{2}^{2}+u_{3}^{3}=0
\end{align*}
$$

To find the admissible Lie symmetry group, we calculate the corresponding Lie symmetry algebra of infinitesimal generators. The admissible generator for equations (1) is sought in the form

$$
\begin{equation*}
X=\xi^{t} \frac{\partial}{\partial t}+\xi^{i} \frac{\partial}{\partial x^{i}}+\eta^{i} \frac{\partial}{\partial u^{i}}+\eta^{p} \frac{\partial}{\partial p}+\eta^{T} \frac{\partial}{\partial T}+\eta^{C} \frac{\partial}{\partial C} \tag{8}
\end{equation*}
$$

supposing that its coordinates depend on all dependent and independent variables (summation over $i=1,2,3$ is assumed). To derive the determining equations, we need to apply the prolongation generator $\underset{2}{X}$ to equations $(2)-(7)$ and make the transition to the manifold given by this system. However, the equations are not in involution, which makes it difficult to choose the external and internal variables. Let us supplement the system with its differential consequence [14]

$$
\left(u_{1}^{1}\right)^{2}+\left(u_{2}^{2}\right)^{2}+\left(u_{3}^{3}\right)^{2}+2\left(u_{2}^{1} u_{1}^{2}+u_{3}^{1} u_{1}^{3}+u_{3}^{2} u_{2}^{3}\right)+
$$

$$
\begin{equation*}
+\rho_{0}^{-1}\left(p_{11}+p_{22}+p_{33}\right)-\mathrm{g}\left(\beta_{T} T_{3}+\beta_{C} C_{3}\right)=0 \tag{9}
\end{equation*}
$$

obtained by differentiating equations (2), (3), (4) with respect to $x^{1}, x^{2}, x^{3}$, respectively, and by using (7). When making the transition to the manifold, we also take into account the differential consequences from (7)

$$
\begin{equation*}
u_{t 1}^{1}+u_{t 2}^{2}+u_{t 3}^{3}=0, \quad u_{1 i}^{1}+u_{2 i}^{2}+u_{3 i}^{3}=0, \quad i=1,2,3 . \tag{10}
\end{equation*}
$$

Equations (2) - (7), (9), (10) are in involution, and now it is easy to choose the external variables: $u_{11}^{1}, u_{11}^{2}, u_{11}^{3}, p_{11}, T_{11}, C_{11}, u_{t 3}^{3}, u_{13}^{3}, u_{23}^{3}, u_{33}^{3}, u_{3}^{3}$. Note that $T_{11}$ and $C_{11}$ are expressed from (5) and (6). These equations are linear with respect to the above variables, and the solution always exists since the corresponding determinant $\chi D$ is non-zero.

The determining equations are found by applying the prolongation generator $\underset{2}{X}$ to the system and substituting the expressions for external variables in the obtained equations. After a considerable amount of calculations the solution is written in the form

$$
\begin{align*}
& \xi^{t}=2 c_{4} t+c_{0}, \quad \xi^{1}=c_{4} x^{1}+c_{1} x^{2}+c_{2} x^{3}+f^{1}(t) \\
& \xi^{2}=-c_{1} x^{1}+c_{4} x^{2}+c_{3} x^{3}+f^{2}(t), \quad \xi^{3}=-c_{2} x^{1}-c_{3} x^{2}+c_{4} x^{3}+f^{3}(t), \\
& \eta^{1}=-c_{4} u^{1}+c_{1} u^{2}+c_{2} u^{3}+f_{t}^{1}(t), \quad \eta^{2}=-c_{1} u^{1}-c_{4} u^{2}+c_{3} u^{3}+f_{t}^{2}(t), \\
& \eta^{3}=-c_{2} u^{1}-c_{3} u^{2}-c_{4} u^{3}+f_{t}^{3}(t),  \tag{11}\\
& \eta^{p}=\rho_{0}\left(c_{5} \mathrm{~g} \beta_{T} x^{3}+c_{6} \mathrm{~g} \beta_{C} x^{3}-f_{t t}^{1}(t) x^{1}-f_{t t}^{2}(t) x^{2}-f_{t t}^{3}(t) x^{3}\right)-2 c_{4} p+f^{0}(t), \\
& \eta^{T}=c_{7} T+c_{9} C+c_{5}, \quad \eta^{C}=c_{8} C+c_{10} T+c_{6}
\end{align*}
$$

Here $c_{0}-c_{10}$ are the group constants and $f_{i}(t), i=0,1,2,3$ are smooth arbitrary functions. The group constants are connected with the parameters of system (1) by the classifying equations

$$
\begin{gather*}
\beta_{T}\left(c_{7}+3 c_{4}\right)+\beta_{C} c_{10}=0, \quad \beta_{C}\left(c_{8}+3 c_{4}\right)+\beta_{T} c_{9}=0, \\
\alpha D\left(c_{8}-c_{7}\right)+\left(\chi-D+\alpha^{2} D N\right) c_{10}=0,  \tag{12}\\
(\chi-D)\left(c_{9}-N c_{10}\right)=0, \quad \alpha\left(c_{9}-N c_{10}\right)=0, \\
\beta_{T} c_{2}=0, \quad \beta_{T} c_{3}=0, \quad \beta_{C} c_{2}=0, \quad \beta_{C} c_{3}=0 .
\end{gather*}
$$

Using formulae (11) and equations (12), we can find the Lie symmetry algebras admitted by the governing equations depending on the values of parameters. The results of symmetry classification are given in Table 1. The values of parameters $\alpha, \beta_{T}, \beta_{C}$ are specified in the first three columns. The basic generators are given in the fourth column, and the additional generators admitted in case of $\chi=D$ are presented in the fifth column. Note that if $\alpha=0$, then $N$ is considered to be zero. In case of $\alpha \neq 0, \beta_{T}=\beta_{C}=0$ the system admits the generator $K_{1}$, which turns into the generator $K$ if $N=0$. When $\alpha \neq 0, \beta_{T} \neq 0, \beta_{C}=0$, the generator $K$ is admitted only if $N=0$. Finally, when the parameters $\alpha, \beta_{T}, \beta_{C}$ are non-zero, the system admits the generator $R_{3}$ in the special case $N=N_{0}, \alpha \neq \beta_{T} / \beta_{C}$, where

$$
\begin{equation*}
N_{0}=\frac{\beta_{C}\left(\beta_{T}(\chi-D)+\beta_{C} \alpha D\right)}{\beta_{T} \alpha D\left(\beta_{T}-\beta_{C} \alpha\right)} . \tag{13}
\end{equation*}
$$

If $N_{0}=0$, then the generator $R_{3}$ turns into the generator $R_{1}$, which is admitted when $\beta_{T}(\chi-$ $D)+\beta_{C} \alpha D=0$.

Table 1. Symmetry classification of the governing equations.

| $\alpha$ | $\beta_{T}$ | $\beta_{C}$ |  | Generators |
| ---: | ---: | ---: | :--- | :--- |
| 0 | 0 | 0 | $X_{0}, X_{i j}, H_{i}, H_{0}, Z, T^{1}, T^{3}, C^{1}, C^{3}$ | $T^{2}, C^{2}$ |
| 0 | 0 | $\neq 0$ | $X_{0}, X_{12}, H_{i}, H_{0}, Z_{2}, U_{2}, T^{1}, T^{3}$ | $T^{2}$ |
| 0 | $\neq 0$ | 0 | $X_{0}, X_{12}, H_{i}, H_{0}, Z_{1}, U_{1}, C^{1}, C^{3}$ | $C^{2}$ |
| 0 | $\neq 0$ | $\neq 0$ | $X_{0}, X_{12}, H_{i}, H_{0}, Z_{3}, U_{1}, U_{2}$ | $R_{1}, R_{2}$ |
| $\neq 0$ | 0 | 0 | $X_{0}, X_{i j}, H_{i}, H_{0}, Z, R, T^{3}, C^{3}, K_{1}$ |  |
| $\neq 0$ | 0 | $\neq 0$ | $X_{0}, X_{12}, H_{i}, H_{0}, Z_{3}, U_{2}, T^{3}$ |  |
| $\neq 0$ | $\neq 0$ | 0 | $X_{0}, X_{12}, H_{i}, H_{0}, Z_{3}, U_{1}, C^{3}, K(N=0)$ |  |
| $\neq 0$ | $\neq 0$ | $\neq 0$ | $X_{0}, X_{12}, H_{i}, H_{0}, Z_{3}, U_{1}, U_{2}$ |  |
|  |  |  | $N=N_{0}, \alpha \neq \beta_{T} / \beta_{C}: R_{3}$ |  |

$$
\begin{gather*}
X_{0}=\frac{\partial}{\partial t}, \quad X_{i j}=x^{i} \frac{\partial}{\partial x^{j}}-x^{j} \frac{\partial}{\partial x^{i}}+u^{i} \frac{\partial}{\partial u^{j}}-u^{j} \frac{\partial}{\partial u^{i}}, \\
H_{i}\left(f^{i}(t)\right)=f^{i}(t) \frac{\partial}{\partial x^{i}}+f_{t}^{i}(t) \frac{\partial}{\partial u^{i}}-\rho_{0} x^{i} f_{t t}^{i}(t) \frac{\partial}{\partial p}, \quad i, j=1,2,3 \quad(i<j), \\
H_{0}\left(f^{0}(t)\right)=f^{0}(t) \frac{\partial}{\partial p}, \quad Z=2 t \frac{\partial}{\partial t}+\sum_{i=1}^{3}\left[x^{i} \frac{\partial}{\partial x^{i}}-u^{i} \frac{\partial}{\partial u^{i}}\right]-2 p \frac{\partial}{\partial p}, \\
U_{1}=\rho_{0} \mathrm{~g} x^{3} \frac{\partial}{\partial p}+\frac{1}{\beta_{T}} \frac{\partial}{\partial T}, \quad U_{2}=\rho_{0} \mathrm{~g} x^{3} \frac{\partial}{\partial p}+\frac{1}{\beta_{C}} \frac{\partial}{\partial C}, \\
T^{1}=T \frac{\partial}{\partial T}, \quad T^{2}=C \frac{\partial}{\partial T}, \quad T^{3}=\frac{\partial}{\partial T},  \tag{14}\\
C^{1}=C \frac{\partial}{\partial C}, \quad C^{2}=T \frac{\partial}{\partial C}, \quad C^{3}=\frac{\partial}{\partial C}, \\
R=T^{1}+C^{1}, \quad R_{1}=T^{1}-\frac{\beta_{T}}{\beta_{C}} C^{2}, \quad R_{2}=C^{1}-\frac{\beta_{C}}{\beta_{T}} T^{2}, \\
Z_{1}=Z-3 T^{1}, \quad Z_{2}=Z-3 C^{1}, \quad Z_{3}=Z-3 R \\
R_{3}=\left[T-\frac{\beta_{T} N_{0}}{\beta_{C}} C\right]\left[\frac{\partial}{\partial T}-\frac{\beta_{T}}{\beta_{C}} \frac{\partial}{\partial C}\right], \quad K=[\alpha T+(1-\chi / D) C] \frac{\partial}{\partial C}, \\
K_{1}=\alpha N C \frac{\partial}{\partial T}+\left[\alpha T+\left(1-\chi / D-\alpha^{2} N\right) C\right] \frac{\partial}{\partial C} .
\end{gather*}
$$

Now, let us describe one-parameter transformation subgroups that correspond to the generators presented in Table 1. These subgroups are obtained by solving the corresponding Lie equation for each generator.

$$
\begin{align*}
& X_{1}: \quad \tilde{t}=t+a ; \\
& X_{i j}: \quad \widetilde{x^{i}}=x^{i} \cos a-x^{j} \sin a, \quad \widetilde{x^{j}}=x^{i} \sin a+x^{j} \cos a ; \\
& H_{i}\left(f^{i}(t)\right): \quad \widetilde{x^{i}}=x^{i}+a f^{i}(t), \quad \widetilde{u^{i}}=u^{i}+a f_{t}^{i}(t), \\
& \widetilde{p}=p-a \rho_{0} f_{t t}^{i}(t)\left(x^{i}+a f^{i}(t) / 2\right) ; \quad H_{0}\left(f^{0}(t)\right): \quad \widetilde{p}=p+a f^{0}(t) ; \\
& Z: \quad \tilde{t}=e^{2 a} t, \quad \widetilde{x^{i}}=e^{a} x^{i}, \quad \widetilde{u^{i}}=e^{-a} u^{i}, \quad \widetilde{p}=e^{-2 a} p ; \\
& U_{1}: \quad \widetilde{p}=p+a \rho_{0} g x^{3}, \quad \widetilde{T}=T+a \beta_{T}^{-1} ; \\
& U_{2}: \quad \widetilde{p}=p+a \rho_{0} g x^{3}, \quad \widetilde{C}=C+a \beta_{C}^{-1} ; \\
& T^{1}: \quad \widetilde{T}=e^{a} T ; \quad T^{2}: \quad \widetilde{T}=T+a C ; \quad T^{3}: \quad \widetilde{T}=T+a ; \\
& C^{1}: \quad \widetilde{C}=e^{a} C ; \quad C^{2}: \quad \widetilde{C}=C+a T ; \quad C^{3}: \quad \widetilde{C}=C+a ; \\
& R: \quad \widetilde{T}=e^{a} T, \quad \widetilde{C}=e^{a} C ; \\
& R_{1}: \quad \widetilde{T}=e^{a} T, \quad \widetilde{C}=C+\beta_{T} \beta_{C}^{-1}\left(1-e^{a}\right) T ;  \tag{15}\\
& R_{2}: \quad \widetilde{C}=e^{a} C, \quad \widetilde{T}=T+\beta_{C} \beta_{T}^{-1}\left(1-e^{a}\right) C ; \\
& R_{3}: \quad \widetilde{C}=C+\frac{\beta_{T}\left(\beta_{C} T-\beta_{T} N_{0} C\right)\left[1-\exp \left(\left(1+N_{0} \beta_{T}^{2} / \beta_{C}^{2}\right) a\right)\right]}{N_{0} \beta_{T}^{2}+\beta_{C}^{2}}, \\
& \widetilde{T}=\frac{\beta_{T} N_{0}\left(\beta_{T} T+\beta_{C} C\right)+\beta_{C}\left(\beta_{C} T-\beta_{T} N_{0} C\right) \exp \left(\left(1+N_{0} \beta_{T}^{2} / \beta_{C}^{2}\right) a\right)}{N_{0} \beta_{T}^{2}+\beta_{C}^{2}} ; \\
& K: \quad \widetilde{C}=\frac{\alpha D}{\chi-D}\left(1-e^{(1-\chi / D) a}\right) T+e^{(1-\chi / D) a} C ; \\
& K_{1}: \quad \widetilde{T}=\frac{\left(s_{1} e^{s_{2} a}-s_{2} e^{s_{1} a}\right) T+\left(e^{s_{1} a}-e^{s_{2} a}\right) \alpha N C}{s_{1}-s_{2}}, \\
& \widetilde{C}=\frac{\left(e^{s_{1} a}-e^{s_{2} a}\right) \alpha T+\left(s_{1} e^{s_{1} a}-s_{2} e^{s_{2} a}\right) C}{s_{1}-s_{2}} .
\end{align*}
$$

Here $a$ is a real parameter (every subgroup has its own parameter!), and the value $a=0$ corresponds to the identity transformation. The variables that are not mentioned in the above formulae remain unchanged.

The transformation generated by $K_{1}$ contains two parameters $s_{1}$ and $s_{2}$ that are roots of the quadratic equation

$$
s^{2}+\left(\alpha^{2} N+\chi / D-1\right) s-\alpha^{2} N=0
$$

This equation always has two different real roots except for the case $\alpha=0, \chi=D$, in which $K_{1} \equiv 0$. Finally, the transformations generated by $Z_{1}, Z_{2}, Z_{3}$ are obtained by extending the one-parameter subgroup corresponding to the generator $Z$ by the following transformations:

$$
Z_{1}: \quad \widetilde{T}=e^{-3 a} T ; \quad Z_{2}: \quad \widetilde{C}=e^{-3 a} C ; \quad Z_{3}: \quad \widetilde{T}=e^{-3 a} T, \quad \widetilde{C}=e^{-3 a} C
$$

The Lie symmetry algebra admitted by equations (1) in every case presented in Table 1 generate the transformation group that acts in the space of dependent and independent variables and leaves the equations invariant. The basic generators of the admissible algebra generate one-parameter subgroups of this group. Every transformation of the admissible group can be represented as a composition of transformations belonging to one-parameter subgroups.

Note that the generators $X_{0}, X_{i j}, H_{i}, H_{0}$ are admitted by many models of continuum mechanics, while the generators $U_{1}, U_{2}, T^{i}, C^{i}, R, R_{i}, Z, Z_{i}, K, K_{1}(i=1,2,3)$ are specific for the equations of convection with Soret and Dufour effects. When the Dufour effect is not allowed for $(N=0)$, the results presented here agree with those reported in [9]. It can be shown that symmetry classification of two-dimensional equations (1) is obtained by restricting the action of the admissible Lie algebras and the corresponding Lie groups to the space of variables $t, x^{1}, x^{3}, u^{1}, u^{3}, p, T, C$. The case of plane Oberbeck-Boussinesq equations corresponds to $C=0, \alpha=0, \beta_{T} \neq 0, \beta_{C}=0$, and the admissible generators are $X_{0}, X_{12}, H_{1}, H_{3}, H_{0}, Z_{1}, U_{1}$. It is consistent with the previous results $[6,7]$.

It should be noted that the equivalence transformations of parameters are not taken into account when performing the symmetry classification (they will be calculated in the next section). These transformations are usually used to simplify the arbitrary elements (parameters or functions) entering into the equations [1]. When arbitrary elements are constants, the aim is to set as many constants as possible to zero or to unity. However, the so-obtained equations do not possess the necessary physical parameters, and using them for constructing physically meaningful solutions with a help of symmetries is not convenient. In contrast to this approach, the classification presented here shows the dependence of symmetry properties on physical effects incorporated in the model.

In this section we also calculate the admissible reflections of dependent and independent variables for system (1). Let us introduce new variables

$$
\begin{gathered}
\tilde{t}=(-1)^{\alpha_{0}} t, \quad \widetilde{x^{i}}=(-1)^{\alpha_{i}} x^{i}, \quad \widetilde{u^{i}}=(-1)^{\gamma_{i}} u^{i}, \quad i=1,2,3, \\
\widetilde{p}=(-1)^{\gamma_{4}} p, \quad \widetilde{T}=(-1)^{\gamma_{5}} T, \quad \widetilde{C}=(-1)^{\gamma_{6}} C,
\end{gathered}
$$

where $\alpha_{0}, \ldots, \alpha_{3}, \gamma_{1}, \ldots, \gamma_{6} \in\{0,1\}$, and substitute them into equations (2) - (7). Multiplying equation (2) by $(-1)^{\gamma_{1}}$ gives

$$
\begin{aligned}
&(-1)^{\alpha_{0}} u_{t}^{1}+(-1)^{\alpha_{1}+\gamma_{1}} u^{1} u_{1}^{1}+(-1)^{\alpha_{2}+\gamma_{2}} u^{2} u_{2}^{1}+(-1)^{\alpha_{3}+\gamma_{3}} u^{3} u_{3}^{1}= \\
&=-(-1)^{\alpha_{1}+\gamma_{1}+\gamma_{4}} \rho_{0}^{-1} p_{1}+\nu\left(u_{11}^{1}+u_{22}^{1}+u_{33}^{1}\right) .
\end{aligned}
$$

This equation remains unchanged if all the powers of $(-1)$ are zero. Applying a similar procedure to the other equations, we obtain the conditions

$$
\begin{equation*}
\alpha_{0}=\alpha_{1}+\gamma_{1}=\alpha_{2}+\gamma_{2}=\alpha_{3}+\gamma_{3}=\gamma_{4}=\gamma_{3}+\gamma_{5}=\gamma_{3}+\gamma_{6}=0 \tag{16}
\end{equation*}
$$

for the invariance of system (1). As there are 10 parameters satisfying seven equations (16), the three parameters $\alpha_{1}, \alpha_{2}, \alpha_{3}$ can be considered arbitrary. Successively setting one of them to unity and the remaining ones to zero, we find the admissible reflections

$$
\begin{array}{cc}
d_{1}: \widetilde{x^{1}}=-x^{1}, \quad \widetilde{u^{1}}=-u^{1} ; & d_{2}: \quad \widetilde{x^{2}}=-x^{2}, \quad \widetilde{u^{2}}=-u^{2} \\
d_{3}: \widetilde{x^{3}}=-x^{3}, \quad \widetilde{u^{3}}=-u^{3}, \quad \widetilde{T}=-T, \quad \widetilde{C}=-C . \tag{17}
\end{array}
$$

These reflections are discrete transformations of the governing equations. Note that the transformation $d_{3}$ is physically meaningful since $T$ and $C$ are the deviations from the mean values, and these deviations can be negative.

## 2. Equivalence Transformations

Let us now turn to studying the equivalence transformations of the governing equations. First of all, we prove a statement that will be widely used in the further analysis. Consider a system of differential equations

$$
\begin{equation*}
E(x, u, \underset{1}{u}, \ldots, \underset{k}{u}, c)=0 \tag{18}
\end{equation*}
$$

Here $x=\left(x^{1}, \ldots, x^{n}\right)$ and $u=\left(u^{1}, \ldots, u^{m}\right)$ are vectors of independent and dependent variables respectively, $c=\left(c^{1}, \ldots, c^{q}\right)$ is a vector of constant parameters, $\underset{r}{u}$ is a collection of derivatives of $u$ with respect to $x$ of order $r=1, \ldots k$ :

$$
\underset{r}{u}=\left\{u_{i_{1} \ldots i_{r}}^{j} \mid j=1, \ldots, m ; i_{1}, \ldots, i_{r}=1, \ldots, n\right\}
$$

where the following notation is used

$$
u_{i_{1} \ldots i_{r}}^{j}=\frac{\partial^{r} u^{j}}{\partial x^{i_{1}} \ldots \partial x^{i_{r}}}
$$

Suppose that system (18) admits a one-parameter group of equivalence transformations

$$
\widetilde{x}=\widetilde{x}(x, u, c, a), \quad \widetilde{u}=\widetilde{u}(x, u, c, a), \quad \widetilde{c}=\widetilde{c}(c, a)
$$

with the group parameter $a$. This group preserves the differential structure of system (18) and acts on the parameters $c$ only. Since the transformed parameters $\widetilde{c}$ should be constant magnitudes, the corresponding transformation can only depend on the original parameters $c$ (but not on $x$ and $u$ ). The infinitesimal generator of the equivalence group can be written in the form

$$
X=\xi^{i}(x, u, c) \frac{\partial}{\partial x^{i}}+\eta^{j}(x, u, c) \frac{\partial}{\partial u^{j}}+\tau^{l}(c) \frac{\partial}{\partial c^{l}}
$$

where $i=1, \ldots, n, j=1, \ldots m, l=1, \ldots, q$. Further, we suppose that indexes $i, j, l$ possess the above values and summation over a repeating index is assumed.

Statement 1. If system (18) admits the generator $X$, then this system also admits the generator $F X$ with an arbitrary function $F(c)$.

Proof. Suppose the condition of the statement is satisfied. Then the following relation holds

$$
\begin{equation*}
\left.\underset{k}{X} E\right|_{E=0}=0 \tag{19}
\end{equation*}
$$

where $\underset{k}{X}$ is the $k$-th prolongation of the generator $X$ :

$$
\underset{k}{X}=\xi^{i} \frac{\partial}{\partial x^{i}}+\eta^{j} \frac{\partial}{\partial u^{j}}+\tau^{l} \frac{\partial}{\partial c^{l}}+\sum_{r=1}^{k} \zeta_{i_{1} \ldots i_{r}}^{j} \frac{\partial}{\partial u_{i_{1} \ldots i_{r}}^{j}}
$$

The symbol $\left.\right|_{E=0}$ means that the equality $\underset{k}{X} E=0$ is satisfied on the manifold given by equations (18). Let us introduce the operator of full differentiation with respect to $x^{i}$ :

$$
D_{i}=\frac{\partial}{\partial x^{i}}+u_{i}^{j} \frac{\partial}{\partial u^{j}}+\cdots+u_{i_{1} \ldots i_{r} i}^{j} \frac{\partial}{\partial u_{i_{1} \ldots i_{r}}^{j}}+\ldots
$$

The coordinates of the prolongation generator are given by the formula [15]

$$
\begin{equation*}
\zeta_{i_{1} \ldots i_{r}}^{j}=D_{i_{1}} \ldots D_{i_{r}}\left(\eta^{j}-\xi^{i} u_{i}^{j}\right)+\xi^{i} u_{i_{1} \ldots i_{r} i}^{j} \tag{20}
\end{equation*}
$$

Consider a generator

$$
F X=F \xi^{i} \frac{\partial}{\partial x^{i}}+F \eta^{j} \frac{\partial}{\partial u^{j}}+F \tau^{l} \frac{\partial}{\partial c^{l}}
$$

The coordinates of the $k$-th prolongation $\underset{k}{(F X)}$ are calculated by substituting $F \xi^{i}$ and $F \eta^{j}$ instead of $\xi^{i}$ and $\eta^{j}$ in formula (20). Then it is obvious that the relation $\left.\underset{k}{F X}\right)=\underset{k}{F X}$ holds. Now, using (19), we have

$$
\left.\underset{k}{(F X) E}\right|_{E=0}=\left.F(\underset{k}{X E})\right|_{E=0}=0
$$

from which it follows that the generator $F X$ is admitted by system (18).
According to statement 1, a generator producing the group of equivalence transformations of constants is defined accurate to a factor arbitrarily depending on these constants. It should be noted that this fact was established earlier for the equivalence groups admitted by some equations, namely, Navier-Stokes equations [16] and modified Burgers equation [17]. The general proof is given here for the first time.

Now, we proceed to calculating the equivalence group of system (1). The corresponding infinitesimal generator is written as

$$
\widetilde{X}=X+\eta^{\alpha} \frac{\partial}{\partial \alpha}+\eta^{N} \frac{\partial}{\partial N}+\eta^{\beta_{T}} \frac{\partial}{\partial \beta_{T}}+\eta^{\beta_{C}} \frac{\partial}{\partial \beta_{C}}+\eta^{\chi} \frac{\partial}{\partial \chi}+\eta^{D} \frac{\partial}{\partial D}+\eta^{\nu} \frac{\partial}{\partial \nu}+\eta^{\rho_{0}} \frac{\partial}{\partial \rho_{0}}+\eta^{\mathrm{g}} \frac{\partial}{\partial \mathrm{~g}}
$$

where $X$ is given by (8). The coordinates of $\widetilde{X}$ are assumed to depend on all independent and dependent variables as well as nine parameters entering the equations. These parameters are considered as additional variables that do not depend on $t, x^{i}, u^{i}, p, T, C, i=1,2,3$. To ensure this, the conditions for zero derivatives of $\alpha, N, \beta_{T}, \beta_{C}, \chi, D, \nu, \rho_{0}, \mathrm{~g}$ with respect to the above variables are added to equations (1). The coordinates of the prolongation generator are calculated by the formulae obtained in [18]. Applying the prolongation generator to the system and making a transition to the corresponding manifold, we obtain the determining equations. It
follows from them that the coordinates of $\widetilde{X}$ that correspond to the parameters do not depend on $t, x^{i}, u^{i}, p, T, C$. The solution of the determining equations is written as

$$
\begin{align*}
\xi^{t} & =\left(2 c_{4}+\eta^{\nu} \nu^{-1}\right) t+c_{0}, \\
\xi^{1} & =\left(c_{4}+\eta^{\nu} \nu^{-1}\right) x^{1}+c_{1} x^{2}+c_{2} x^{3}+f^{1}(t), \\
\xi^{2} & =-c_{1} x^{1}+\left(c_{4}+\eta^{\nu} \nu^{-1}\right) x^{2}+c_{3} x^{3}+f^{2}(t),  \tag{21}\\
\xi^{3} & =-c_{2} x^{1}-c_{3} x^{2}+\left(c_{4}+\eta^{\nu} \nu^{-1}\right) x^{3}+f^{3}(t), \\
\eta^{1} & =-c_{4} u^{1}+c_{1} u^{2}+c_{2} u^{3}+f_{t}^{1}(t), \\
\eta^{2} & =-c_{1} u^{1}-c_{4} u^{2}+c_{3} u^{3}+f_{t}^{2}(t), \\
\eta^{3} & =-c_{2} u^{1}-c_{3} u^{2}-c_{4} u^{3}+f_{t}^{3}(t), \\
\eta^{p} & =\rho_{0}\left(c_{5} g \beta_{T} x^{3}+c_{6} \mathrm{~g} \beta_{C} x^{3}-f_{t t}^{1}(t) x^{1}-f_{t t}^{2}(t) x^{2}-f_{t t}^{3}(t) x^{3}\right)+ \\
& +\left(\eta^{\rho_{0}} \rho_{0}^{-1}-2 c_{4}\right) p+f^{0}(t), \\
\eta^{T} & =c_{7} T+c_{9} C+c_{5}, \quad \eta^{C}=c_{8} C+c_{10} T+c_{6} .
\end{align*}
$$

The coordinates that correspond to the parameters are given by

$$
\begin{align*}
& \eta^{\alpha}=\left(c_{8}-c_{7}\right) \alpha+c_{9} \alpha^{2}+c_{10}\left(\chi D^{-1}-1\right),  \tag{22}\\
& \alpha \eta^{N}=2\left(c_{7}-c_{8}\right) \alpha N+\left(1-\chi D^{-1}-\alpha^{2} N\right)\left(c_{9}+c_{10} N\right),  \tag{23}\\
& \eta^{\beta_{T}}=-\left(3 c_{4}+c_{7}+\eta^{\nu} \nu^{-1}+\eta^{\mathrm{g}^{-1}}\right) \beta_{T}-c_{10} \beta_{C},  \tag{24}\\
& \eta^{\beta_{C}}=-\left(3 c_{4}+c_{8}+\eta^{\nu} \nu^{-1}+\eta^{\mathrm{g}_{\mathrm{g}}-1}\right) \beta_{C}-c_{9} \beta_{T},  \tag{25}\\
& \eta^{\chi}=\chi \eta^{\nu} \nu^{-1}+\left(c_{9}-c_{10} N\right) \alpha \chi,  \tag{26}\\
& \eta^{D}=D \eta^{\nu} \nu^{-1}-\left(c_{9}-c_{10} N\right) \alpha D . \tag{27}
\end{align*}
$$

The following conditions must be satisfied:

$$
\begin{equation*}
\beta_{T} c_{2}=\beta_{T} c_{3}=\beta_{C} c_{2}=\beta_{C} c_{3}=0 \tag{28}
\end{equation*}
$$

In the presented formulae the quantities $c_{i}, i=1, \ldots, 10$, the functions $f^{j}(t), j=0,1,2,3$, and the coordinates $\eta^{\nu}, \eta^{\rho_{0}}, \eta^{\mathrm{g}}$ arbitrarily depend on the parameters $\alpha, N, \beta_{T}, \beta_{C}, \chi, D, \nu, \rho_{0}$, g . It follows from statement 1 that without loss of generality we can consider $c_{i}$ as arbitrary constants and choose undefined coordinates as $\eta^{\nu}=c_{11} \nu, \eta^{\rho_{0}}=c_{12} \rho_{0}, \eta^{\mathrm{g}}=c_{13} \mathrm{~g}$, where $c_{11}$, $c_{12}, c_{13}$ are arbitrary constants. It is convenient to eliminate $c_{4}$ from the expressions for $\eta^{\beta_{T}}, \eta^{\beta_{C}}$ by introducing new group constants $\widetilde{c_{7}}=3 c_{4}+c_{7}, \widetilde{c_{8}}=3 c_{4}+c_{8}$.

It follows from (21) and (28) that the governing equations admit the generators $X_{0}, X_{12}$, $H_{i}, H_{0}, Z_{3}, U_{1}, U_{2}$ (see (14)). If $\beta_{T}=\beta_{C}=0$, then $X_{13}$ and $X_{23}$ are also admitted. Note that in case of $\beta_{T}=0\left(\beta_{C}=0\right)$ the generator $T^{3}\left(C^{3}\right)$ is admitted instead of $U_{1}\left(U_{2}\right)$. The above generators do not produce equivalence transformations of parameters. To obtain the generators producing equivalence transformations, we successively set one of the constants $\widetilde{c_{7}}, \widetilde{c_{8}}, c_{9}-c_{13}$ to unity and the remaining ones to zero. Note that if some parameters are equal to zero, then
the corresponding coordinates of the generator $\widetilde{X}$ should be also set to zero. In what follows we consider the following three cases.

Table 2. Equivalence transformations.

| Generator | Transformation |  |
| :---: | :--- | :--- |
| $E_{1}$ | $\widetilde{T}=s^{-1} T, \quad \widetilde{\alpha}=s \alpha, \quad \widetilde{N}=s^{-2} N, \quad \widetilde{\beta_{T}}=s \beta_{T}$ |  |
| $E_{2}$ | $\widetilde{C}=s^{-1} C, \quad \widetilde{\alpha}=s^{-1} \alpha, \quad \widetilde{N}=s^{2} N, \quad \widetilde{\beta_{C}}=s \beta_{C}$ |  |
| $E_{3}$ | $\widetilde{T}=T+(1-s) \alpha^{-1} C, \quad \widetilde{\chi}=s^{-1} \chi, \quad \widetilde{D}=s D$, |  |
|  | $\widetilde{\alpha}=s^{-1} \alpha, \quad \widetilde{N}=s N+(s-1)\left(\chi D^{-1}-s\right) \alpha^{-2}$, |  |
|  | $\widetilde{\beta_{C}}=\beta_{C}+(s-1) \alpha^{-1} \beta_{T}$ |  |
| $E_{4}$ | $\widetilde{C}=C+a T, \quad \widetilde{\chi}=\chi(1+\alpha N a)^{-1}, \quad \widetilde{D}=D(1+\alpha N a)$, |  |
|  | $\widetilde{\alpha}=\alpha-a+a \chi(D(1+\alpha N a))^{-1}$, |  |
|  | $\widetilde{N}=\alpha D N(D(\alpha-a)(1+\alpha N a)+a \chi)^{-1}, \quad \widetilde{\beta_{T}}=\beta_{T}-a \beta_{C}$ |  |
| $E_{5}$ | $\widetilde{t}=e^{a} t, \quad \widetilde{x^{i}}=e^{a} x^{i}, \quad \widetilde{\beta_{T}}=e^{-a} \beta_{T}, \quad \widetilde{\beta_{C}}=e^{-a} \beta_{C}$, |  |
|  | $\widetilde{\chi}=e^{a} \chi, \quad \widetilde{D}=e^{a} D, \quad \widetilde{\nu}=e^{a} \nu$ |  |
| $E_{6}$ | $\widetilde{p}=e^{a} p, \quad \widetilde{\rho_{0}}=e^{a} \rho_{0}$ |  |
| $E_{7}$ | $\widetilde{\beta_{T}}=e^{a} \beta_{T}, \quad \widetilde{\beta_{C}}=e^{a} \beta_{C}, \quad \widetilde{\mathrm{~g}}=e^{-a} \mathrm{~g}$ |  |

1. Let $\alpha \neq 0$ and $N \neq 0$, so the Soret and Dufour effects are allowed for. Then it follows from (22) - (27) that

$$
\begin{align*}
& \eta^{\alpha}=\left(\widetilde{c_{8}}-\widetilde{c_{7}}\right) \alpha+c_{9} \alpha^{2}+c_{10}\left(\chi D^{-1}-1\right), \\
& \eta^{N}=2\left(\widetilde{c_{7}}-\widetilde{c_{8}}\right) N+\left(\alpha^{-1}-\chi(\alpha D)^{-1}-\alpha N\right)\left(c_{9}+c_{10} N\right),  \tag{29}\\
& \eta^{\beta_{T}}=-\left(\widetilde{c_{7}}+c_{11}+c_{13}\right) \beta_{T}-c_{10} \beta_{C}, \\
& \eta^{\beta_{C}}=-\left(\widetilde{c_{8}}+c_{11}+c_{13}\right) \beta_{C}-c_{9} \beta_{T}, \\
& \eta^{\chi}=c_{11} \chi+\left(c_{9}-c_{10} N\right) \alpha \chi, \quad \eta^{d}=c_{11} D-\left(c_{9}-c_{10} N\right) \alpha D .
\end{align*}
$$

The admissible generators are written as

$$
\begin{align*}
& E_{1}=T \frac{\partial}{\partial T}-\alpha \frac{\partial}{\partial \alpha}+2 N \frac{\partial}{\partial N}-\beta_{T} \frac{\partial}{\partial \beta_{T}}, \quad E_{2}=C \frac{\partial}{\partial C}+\alpha \frac{\partial}{\partial \alpha}-2 N \frac{\partial}{\partial N}-\beta_{C} \frac{\partial}{\partial \beta_{C}} \\
& E_{3}=\frac{C}{\alpha} \frac{\partial}{\partial T}+\alpha \frac{\partial}{\partial \alpha}+\left[\frac{D-\chi}{\alpha^{2} D}-N\right] \frac{\partial}{\partial N}-\frac{\beta_{T}}{\alpha} \frac{\partial}{\partial \beta_{C}}+\chi \frac{\partial}{\partial \chi}-D \frac{\partial}{\partial D}  \tag{30}\\
& E_{4}=T \frac{\partial}{\partial C}+\left[\frac{\chi}{D}-1\right] \frac{\partial}{\partial \alpha}+\left[\frac{D-\chi}{\alpha D}-\alpha N\right] N \frac{\partial}{\partial N}-\beta_{C} \frac{\partial}{\partial \beta_{T}}-\alpha N \chi \frac{\partial}{\partial \chi}+\alpha N D \frac{\partial}{\partial D}
\end{align*}
$$

$$
\begin{aligned}
& E_{5}=t \frac{\partial}{\partial t}+x^{1} \frac{\partial}{\partial x^{1}}+x^{2} \frac{\partial}{\partial x^{2}}+x^{3} \frac{\partial}{\partial x^{3}}-\beta_{T} \frac{\partial}{\partial \beta_{T}}-\beta_{C} \frac{\partial}{\partial \beta_{C}}+\chi \frac{\partial}{\partial \chi}+D \frac{\partial}{\partial D}+\nu \frac{\partial}{\partial \nu}, \\
& E_{6}=p \frac{\partial}{\partial p}+\rho_{0} \frac{\partial}{\partial \rho_{0}}, \quad E_{7}=\beta_{T} \frac{\partial}{\partial \beta_{T}}+\beta_{C} \frac{\partial}{\partial \beta_{C}}-\mathrm{g} \frac{\partial}{\partial \mathrm{~g}}
\end{aligned}
$$

The corresponding equivalence transformations are given in Table 2. In the presented formulae $a$ is a group parameter and $s=e^{-a}$. Every transformation has its own independent group parameter. The omitted variables remain unchanged. In what follows the transformation corresponding to a generator will be denoted by the same symbol as this generator for simplicity.

Remark 1. The generator $E_{3}$ is obtained by setting $c_{9}=\alpha^{-1}$ while the remaining group constants are zero. This choice allows to present the corresponding transformation in a convenient form.

Table 3. Additional equivalence transformations.

| Generator | Transformation |  |
| :---: | :--- | :--- |
| $E_{1}^{1}$ | $\widetilde{T}=s^{-1} T$, | $\widetilde{\alpha}=s \alpha, \quad \widetilde{\beta_{T}}=s \beta_{T}$ |
| $E_{1}^{2}$ | $\widetilde{T}=s^{-1} T$, | $\widetilde{\beta_{T}}=s \beta_{T}$ |
| $E_{2}^{1}$ | $\widetilde{C}=s^{-1} C$, | $\widetilde{\alpha}=s^{-1} \alpha, \quad \widetilde{\beta_{C}}=s \beta_{C}$ |
| $E_{2}^{2}$ | $\widetilde{C}=s^{-1} C$, | $\widetilde{\beta_{C}}=s \beta_{C}$ |
| $E_{3}^{1}$ | $\widetilde{T}=T+a C$, | $\widetilde{\beta_{C}}=\beta_{C}-a \beta_{T}$ |
| $E_{4}^{1}$ | $\widetilde{C}=C+a T$, | $\widetilde{\alpha}=\alpha+a\left(\chi D^{-1}-1\right), \quad \widetilde{\beta_{T}}=\beta_{T}-a \beta_{C}$ |
| $E_{4}^{2}$ | $\widetilde{C}=C+a T$, | $\widetilde{\beta_{T}}=\beta_{T}-a \beta_{C}$ |

Table 4. Admissible equivalence transformations.

| $\alpha$ | $N$ | Equivalence transformations | $\chi=D$ |
| ---: | ---: | :--- | ---: |
| $\neq 0$ | $\neq 0$ | $E_{1}, E_{2}, E_{3}, E_{4}, E_{5}, E_{6}, E_{7}$ |  |
| $\neq 0$ | 0 | $E_{1}^{1}, E_{2}^{1}, E_{4}^{1}, E_{5}, E_{6}, E_{7}$ |  |
| 0 | 0 | $E_{1}^{2}, E_{2}^{2}, E_{5}, E_{6}, E_{7}$ | $E_{3}^{1}, E_{4}^{2}$ |

2. Let $\alpha \neq 0$ and $N=0$, so the Dufour effect is neglected. Then $\eta^{N}=0$, and from (23) it follows that $(\chi-d) c_{9}=0$. If $\chi \neq D$, we have $c_{9}=0$. Otherwise, the equality $\eta^{\chi}=\eta^{D}$, where $\eta^{\chi}$ and $\eta^{D}$ are given by (26) and (27), leads to $c_{9}=0$. The coordinates $\eta^{\alpha}, \eta^{\chi}$ and $\eta^{D}$ become

$$
\eta^{\alpha}=\left(\widetilde{c_{8}}-\widetilde{c_{7}}\right) \alpha+c_{10}\left(\chi D^{-1}-1\right), \quad \eta^{\chi}=c_{11} \chi, \quad \eta^{D}=c_{11} D
$$

while $\eta^{\beta_{T}}$ and $\eta^{\beta_{C}}$ are given by (29) with $c_{9}=0$. In this case the system admits the generators

$$
E_{1}^{1}=T \frac{\partial}{\partial T}-\alpha \frac{\partial}{\partial \alpha}-\beta_{T} \frac{\partial}{\partial \beta_{T}}, \quad E_{2}^{1}=C \frac{\partial}{\partial C}+\alpha \frac{\partial}{\partial \alpha}-\beta_{C} \frac{\partial}{\partial \beta_{C}},
$$

$$
E_{4}^{1}=T \frac{\partial}{\partial C}+\left(\chi D^{-1}-1\right) \frac{\partial}{\partial \alpha}-\beta_{C} \frac{\partial}{\partial \beta_{T}}
$$

and $E_{5}, E_{6}, E_{7}$ from (30). The transformations generated by $E_{1}^{1}, E_{2}^{1}, E_{4}^{1}$ are presented in Table 3.
3. Finally, when $\alpha=N=0$, the Soret and Dufour effects are not allowed for. Setting $\eta^{\alpha}=\eta^{N}=0$ in (22) and (23), we have $c_{9}(\chi-D)=c_{10}(\chi-D)=0$. The admissible generators are

$$
E_{1}^{2}=T \frac{\partial}{\partial T}-\beta_{T} \frac{\partial}{\partial \beta_{T}}, \quad E_{2}^{2}=C \frac{\partial}{\partial C}-\beta_{C} \frac{\partial}{\partial \beta_{C}},
$$

and $E_{5}, E_{6}, E_{7}$ from (30). If $\chi=D$, then the additional generators

$$
E_{3}^{1}=C \frac{\partial}{\partial T}-\beta_{T} \frac{\partial}{\partial \beta_{C}}, \quad E_{4}^{2}=T \frac{\partial}{\partial C}-\beta_{C} \frac{\partial}{\partial \beta_{T}}
$$

are admitted. The transformations produced by $E_{1}^{2}, E_{2}^{2}, E_{3}^{1}, E_{4}^{2}$ are given in Table 3 .
The three cases considered are summarized in Table 4, where the values of $\alpha$ and $N$ are presented in the first and second columns and the admissible transformations are given in the third and fourth columns.

To complete the study of equivalence transformations, let us find the admissible reflections of parameters. Applying the scheme similar to the one described in Section 1, we find the following reflections

$$
\begin{array}{llll}
d_{4}: & \widetilde{t}=-t, & \widetilde{u^{i}}=-u^{i}, \quad \widetilde{\chi}=-\chi, \quad \widetilde{D}=-D, \quad \widetilde{\nu}=-\nu, \quad i=1,2,3 \\
d_{5}: & \widetilde{p}=-p, \quad \widetilde{\rho_{0}}=-\rho_{0} ; \quad d_{6}: \quad \widetilde{\beta_{T}}=-\beta_{T}, \quad \widetilde{\beta_{C}}=-\beta_{C}, \quad \widetilde{\mathrm{~g}}=-\mathrm{g}  \tag{31}\\
d_{7}: \quad \widetilde{T}=-T, \quad \widetilde{\beta_{T}}=-\beta_{T}, \quad \widetilde{\alpha}=-\alpha ; \quad d_{8}: \quad \widetilde{C}=-C, \quad \widetilde{\beta_{C}}=-\beta_{C}, \quad \widetilde{\alpha}=-\alpha
\end{array}
$$

in addition to $d_{1}, d_{2}, d_{3}$ from (17). Note that transformations $d_{4}$ and $d_{5}$ are physically meaningless.

Remark 2. The parameter $s$ in transformations $E_{1}$ and $E_{2}$ is positive. Applying the reflections $d_{7}$ and $d_{8}$, respectively, we can consider the above transformations with negative $s$ also. The same is true for $E_{1}^{1}, E_{1}^{2}$ and $E_{2}^{1}, E_{2}^{2}$.

## 3. Influence of Soret and Dufour Effects on Temperature and Concentration Fields

### 3.1. Transformation of the Governing Equations

As it was shown in the previous section, the governing equations admit an extensive equivalence group. In what follows, we show that with a help of this group system (1) can be transformed to the system with $\alpha=0$ and $N=0$. In other words, a transformation connecting the equations with and without Soret and Dufour terms is derived.

Consider system (1) with $\alpha \neq 0$ and $N \geq 0$. To vanish the Dufour terms in the heat equation, we apply the transformation $E_{3}$ (see Table 2) with the parameter $s$ that satisfies the quadratic equation

$$
\begin{equation*}
D s^{2}-\left(\alpha^{2} D N+\chi+D\right) s+\chi=0 \tag{32}
\end{equation*}
$$

Note that this parameter should be positive since $s=e^{-a}$. When $\chi>0, D>0$, and $N \geq 0$, equation (32) always has two different positive roots except for the case $N=0, \chi=D$, where these roots coincide $(s=1)$. As a result, we have

$$
\begin{gathered}
\widetilde{T}=T+\frac{1-s}{\alpha} C, \quad \widetilde{\beta_{C}}=\frac{s-1}{\alpha} \beta_{T}+\beta_{C}, \\
\widetilde{\chi}=s^{-1} \chi, \quad \widetilde{D}=s D, \quad \widetilde{\alpha}=s^{-1} \alpha, \quad \widetilde{N}=0
\end{gathered}
$$

(the other variables are unchanged). Now, we can use the transformation $E_{4}^{1}$ (see Table 3) with the parameter $a=\widetilde{\alpha} \widetilde{D}(\widetilde{D}-\widetilde{\chi})^{-1}$ to vanish the Soret term. It is admitted since $\widetilde{\alpha} \neq 0$ and $\widetilde{N}=0$. The transformed variables are written as

$$
\begin{array}{ll}
\bar{T}=T+\frac{1-s}{\alpha} C, & \bar{C}=\frac{\alpha D s T+(D s-\chi) C}{D s^{2}-\chi}, \\
\overline{\beta_{T}}=\frac{(\chi-D s) \beta_{T}+\alpha D s \beta_{C}}{\chi-D s^{2}} \\
\overline{\beta_{C}}=\frac{s-1}{\alpha} \beta_{T}+\beta_{C}, & \bar{\chi}=s^{-1} \chi, \quad \bar{D}=s D,
\end{array} \bar{\alpha}=\bar{N}=0 . ~ l
$$

So, the successive action of transformations $E^{3}$ and $E_{4}^{1}$ makes $\alpha$ and $N$ vanish. Finally, let us apply the transformations $E_{1}^{2}$ and $E_{2}^{2}$ (see Table 3) with the parameters $\beta_{T} / \overline{\beta_{T}}$ and $\beta_{C} / \overline{\beta_{C}}$ respectively (they are admitted since $\bar{\alpha}=\bar{N}=0$, see Table 4 and Remark 2). Then system (1) becomes

$$
\begin{align*}
& \boldsymbol{u}_{t}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=-\frac{1}{\rho_{0}} \nabla p+\nu \Delta \boldsymbol{u}-\mathbf{g}\left(\beta_{T} T^{\prime}+\beta_{C} C^{\prime}\right) \\
& T_{t}^{\prime}+\boldsymbol{u} \cdot \nabla T^{\prime}=\chi^{\prime} \Delta T^{\prime}  \tag{33}\\
& C_{t}^{\prime}+\boldsymbol{u} \cdot \nabla C^{\prime}=D^{\prime} \Delta C^{\prime} \\
& \operatorname{div} \boldsymbol{u}=0
\end{align*}
$$

where

$$
\begin{align*}
& T^{\prime}=\frac{\beta_{T}(\chi-D s)+\beta_{C} \alpha D s}{\beta_{T}\left(\chi-D s^{2}\right)}\left[T+\frac{1-s}{\alpha} C\right]  \tag{34}\\
& C^{\prime}=\frac{\beta_{T}(s-1)+\beta_{C} \alpha}{\beta_{C} \alpha\left(D s^{2}-\chi\right)}[\alpha D s T+(D s-\chi) C] \\
& \chi^{\prime}=s^{-1} \chi, \quad D^{\prime}=s D \tag{35}
\end{align*}
$$

So, systems (1) and (33) are connected by transformation (34), (35). Note that substituting the expressions for $T^{\prime}, C^{\prime}, \chi^{\prime}, D^{\prime}$ into (33) does not give the heat and mass transfer equations in the form (1). After changing the variables, it is also necessary to make two linear combinations of equations for $T$ and $C$ with appropriate coefficients (the systems connected by this transformation are, in fact, identical).

Transformation (34), (35) is invertible if the corresponding Jacobian

$$
J=\frac{\chi D\left(\beta_{T}(\chi-D s)+\beta_{C} \alpha D s\right)\left(\beta_{T}(s-1)+\beta_{C} \alpha\right)}{\alpha \beta_{T} \beta_{C}\left(\chi-D s^{2}\right)}
$$

is finite and non-zero. First of all, $\chi-D s^{2} \neq 0$ when $N>0$ (the case $N=0$ will be considered below). It follows from the fact that equation (32) does not have the roots $s= \pm \sqrt{\chi / D}$ for
positive $N$. Then $J \neq 0$ if and only if

$$
s \neq 1-\frac{\beta_{C} \alpha}{\beta_{T}} \quad \text { and } \quad s \neq \frac{\chi \beta_{T}}{D\left(\beta_{T}-\beta_{C} \alpha\right)} .
$$

It can be shown that equation (32) does not have these roots if and only if $N \neq N_{0}$, where $N_{0}$ is given by (13).

Since equation (32) has two different roots, there are two ways of transforming system (1) into system (33). The resulting equations will differ in the values of $\chi^{\prime}$ and $D^{\prime}$.

If the Dufour effect is not allowed for $(N=0)$, then equation (32) has the roots $s=1$ and $s=\chi / D$. In case $s=1$, formulae (34) become

$$
\begin{equation*}
T^{\prime}=\frac{\beta_{T}(\chi-D)+\beta_{C} \alpha D}{\beta_{T}(\chi-D)} T, \quad C^{\prime}=\frac{\alpha D}{D-\chi} T+C \tag{36}
\end{equation*}
$$

while $\chi^{\prime}=\chi$ and $D^{\prime}=D$. This transformation is invertible if and only if $\chi \neq D$ and $\alpha \neq$ $\beta_{T}(D-\chi)\left(\beta_{C} D\right)^{-1}$.

The inverse transformation for (34), (35) has the form

$$
\begin{align*}
& T=\frac{\beta_{T}\left(\chi^{\prime} s-D^{\prime}\right)}{\beta_{T}\left(\chi^{\prime} s-D^{\prime}\right)+\beta_{C} \alpha D^{\prime}} T^{\prime}+\frac{\beta_{C}(s-1)}{\beta_{T}(s-1)+\beta_{C} \alpha} C^{\prime},  \tag{37}\\
& C=\frac{\beta_{T} \alpha D^{\prime}}{\beta_{T}\left(\chi^{\prime} s-D^{\prime}\right)+\beta_{C} \alpha D^{\prime}} T^{\prime}+\frac{\beta_{C} \alpha}{\beta_{T}(s-1)+\beta_{C} \alpha} C^{\prime}, \\
& \chi=s \chi^{\prime}, \quad D=s^{-1} D^{\prime} . \tag{38}
\end{align*}
$$

Here $s$ is a root of the equation

$$
\begin{equation*}
\chi^{\prime} s^{2}-\left(\chi^{\prime}+D^{\prime}\right) s+D^{\prime}\left(\alpha^{2} N+1\right)=0 \tag{39}
\end{equation*}
$$

which is obtained from (32) by substituting the expressions for $\chi$ and $D$ from (38). This equation has two positive roots if

$$
\begin{equation*}
\alpha^{2} N \leq \frac{\left(\chi^{\prime}-D^{\prime}\right)^{2}}{4 \chi^{\prime} D^{\prime}} \tag{40}
\end{equation*}
$$

Otherwise, the roots are complex numbers. The above transformation is invertible if and only if

$$
\chi^{\prime} \neq D^{\prime}, \quad s \neq 1-\frac{\beta_{C} \alpha}{\beta_{T}}, \quad s \neq \frac{D^{\prime}\left(\beta_{T}-\beta_{C} \alpha\right)}{\beta_{T} \chi^{\prime}}
$$

In case $N=0$ equation (39) has the roots $s=1$ and $s=D^{\prime} / \chi^{\prime}$. If we put $s=1$, then formulae (37) become

$$
\begin{equation*}
T=\frac{\beta_{T}(\chi-D)}{\beta_{T}(\chi-D)+\beta_{C} \alpha D} T^{\prime}, \quad C=\frac{\beta_{T} \alpha D}{\beta_{T}(\chi-D)+\beta_{C} \alpha D} T^{\prime}+C^{\prime} \tag{41}
\end{equation*}
$$

and the inverse transformation for (36) is found.
The obtained formulae can be used for transforming solutions of system (1) into solutions of system (33) and vice versa. Suppose that the functions $\boldsymbol{u}, p, T^{\prime}, C^{\prime}$ depending on $\chi^{\prime}$ and $D^{\prime}$ provide a solution of equations (33) (the dependence on the other parameters is not important here). If we introduce new variables $T$ and $C$ by formulae (37) and express $\chi^{\prime}$ and $D^{\prime}$ in terms
of $\chi$ and $D$ according to (35), then the functions $\boldsymbol{u}, p, T, C$ will provide a solution of equations (1). Note that $s$ should be chosen as a root of equation (32).

Now, let the functions $\boldsymbol{u}, p, T, C$ depending on $\chi, D, \alpha, N$ form a solution of system (1). The corresponding solution of system (33) can be easily obtained by setting $\alpha=N=0$. On the other hand, we can introduce new variables $T^{\prime}$ and $C^{\prime}$ by formulae (34) and transform the parameters according to (38). In this case, $s$ is a root of equation (39). The functions so obtained provide a solution to system (33), but it is defined for all $\chi^{\prime}$ and $D^{\prime}$ satisfying condition (40).

If the Dufour effect is neglected $(N=0)$, then the solutions are transformed by formulae (36) and (41).

### 3.2. Dimensionless Formulation

In practice, it is convenient to present a solution of a concrete problem in dimensionless form. Non-dimensional equations and boundary conditions are also used in numerical simulation. In this subsection, we derive the formulae connecting systems (1) and (33) in dimensionless variables. Using these formulae, we will show that an initial and boundary value problem for Soret-Dufour equations can be reduced to a problem for the system without cross-effects.

Let us introduce the scales of length $L$, time $L^{2} / \nu$, velocity $\nu / L$, pressure $\rho_{0} \nu^{2} / L^{2}$, temperature $\Theta$, and concentration $\beta_{T} \Theta / \beta_{C}$. Non-dimensional governing equations have the form

$$
\begin{align*}
& \boldsymbol{u}_{t}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=-\nabla p+\Delta \boldsymbol{u}+\operatorname{Gr}(T+C) \boldsymbol{e}, \\
& T_{t}+\boldsymbol{u} \cdot \nabla T=\operatorname{Pr}^{-1} \Delta T-\psi Q \operatorname{Sc}^{-1}(\Delta C-\psi \Delta T),  \tag{42}\\
& C_{t}+\boldsymbol{u} \cdot \nabla C=\operatorname{Sc}^{-1}(\Delta C-\psi \Delta T), \\
& \operatorname{div} \boldsymbol{u}=0,
\end{align*}
$$

where $\boldsymbol{e}=(0,0,1)$. The system contains five non-dimensional parameters: the Grashof number $\mathrm{Gr}=\mathrm{g} \beta_{T} \Theta h^{3} / \nu^{2}$, the Prandtl number $\operatorname{Pr}=\nu / \chi$, the Schmidt number $\mathrm{Sc}=\nu / D$, the separation ratio $\psi=-\alpha \beta_{C} / \beta_{T}$, which characterizes the Soret effect, and the Dufour number $Q=N \beta_{T}^{2} / \beta_{C}^{2}>0$. The cases $\psi>0$ and $\psi<0$ correspond to positive and negative Soret effect, respectively.

Equations (33), where the Soret and Dufour effects are not allowed for, in dimensionless form are written as

$$
\begin{align*}
& \boldsymbol{u}_{t}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=-\nabla p+\Delta \boldsymbol{u}+\operatorname{Gr}\left(T^{\prime}+C^{\prime}\right) \boldsymbol{e} \\
& T_{t}^{\prime}+\boldsymbol{u} \cdot \nabla T^{\prime}=\operatorname{Pr}^{\prime-1} \Delta T^{\prime}  \tag{43}\\
& C_{t}^{\prime}+\boldsymbol{u} \cdot \nabla C^{\prime}=\operatorname{Sc}^{\prime-1} \Delta C^{\prime} \\
& \operatorname{div} \boldsymbol{u}=0
\end{align*}
$$

where $\operatorname{Pr}^{\prime}=\nu / \chi^{\prime}$ and $\mathrm{Sc}^{\prime}=\nu / D^{\prime}$.
The transformation connecting systems (42) and (43) is readily obtained from (34), (35) by a formal change of parameters

$$
\begin{array}{lll}
\beta_{T} \rightarrow \mathrm{Gr}, & \beta_{C} \rightarrow \mathrm{Gr}, & \chi \rightarrow \operatorname{Pr}^{-1},
\end{array} \quad D \rightarrow \mathrm{Sc}^{-1}, ~ 子, ~ \chi^{\prime} \rightarrow \operatorname{Pr}^{\prime-1}, \quad D^{\prime} \rightarrow \mathrm{Sc}^{\prime-1} .
$$

As a result, we have

$$
\begin{align*}
& T^{\prime}=\frac{\mathrm{Sc}-s \operatorname{Pr}(\psi+1)}{\mathrm{Sc}-s^{2} \operatorname{Pr}}\left[T+\frac{s-1}{\psi} C\right],  \tag{44}\\
& C^{\prime}=\frac{\psi+1-s}{\psi\left(\mathrm{Sc}-s^{2} \operatorname{Pr}\right)}[s \psi \operatorname{Pr} T+(\mathrm{Sc}-s \operatorname{Pr}) C], \\
& \operatorname{Pr}^{\prime}=s \operatorname{Pr}, \quad \mathrm{Sc}^{\prime}=s^{-1} \mathrm{Sc} . \tag{45}
\end{align*}
$$

where $s$ is a root of the quadratic equation

$$
\begin{equation*}
\operatorname{Pr} s^{2}-\left(\psi^{2} Q \operatorname{Pr}+\operatorname{Pr}+\mathrm{Sc}\right) s+\mathrm{Sc}=0 . \tag{46}
\end{equation*}
$$

Equation (46) always has two different positive roots except for the case $Q=0, \operatorname{Pr}=\mathrm{Sc}$, in which these roots are equal ( $s=1$ ). We suppose that $\psi \neq 0$ (otherwise the above transformation is identical). So, there are two ways of transforming system (42) into system (43). The resulting equations will differ in the values of $\operatorname{Pr}^{\prime}$ and $\mathrm{Sc}^{\prime}$.

The inverse transformation exists if and only if

$$
Q \neq \frac{\operatorname{Pr}(\psi+1)-\mathrm{Sc}}{\operatorname{Pr} \psi(\psi+1)} .
$$

Note that $\mathrm{Sc}-s^{2} \operatorname{Pr} \neq 0$ since equation (46) does not have the roots $s= \pm \sqrt{\mathrm{Sc} / \mathrm{Pr}}$ for positive $Q$.

If the Dufour effect is not allowed for $(Q=0)$, then the roots are $s=1$ and $s=\mathrm{Sc} / \operatorname{Pr}$. In the former case formulae (44) become

$$
\begin{equation*}
T^{\prime}=\frac{\mathrm{Sc}-\operatorname{Pr}(\psi+1)}{\mathrm{Sc}-\operatorname{Pr}} T, \quad C^{\prime}=\frac{\psi \operatorname{Pr}}{\mathrm{Sc}-\operatorname{Pr}} T+C, \tag{47}
\end{equation*}
$$

where the conditions $\mathrm{Sc} \neq \operatorname{Pr}$ and $\mathrm{Sc} \neq \operatorname{Pr}(\psi+1)$ must be satisfied.
The inverse transformation for (44), (45) is written as

$$
\begin{align*}
& T=\frac{s \mathrm{Sc}^{\prime}-\operatorname{Pr}^{\prime}}{s \mathrm{Sc}^{\prime}-\operatorname{Pr}^{\prime}(\psi+1)} T^{\prime}+\frac{s-1}{s-1-\psi} C^{\prime},  \tag{48}\\
& C=\frac{\psi \operatorname{Pr}^{\prime}}{\operatorname{Pr}^{\prime}(\psi+1)-s \mathrm{Sc}^{\prime}} T^{\prime}+\frac{\psi}{\psi+1-s} C^{\prime}, \\
& \operatorname{Pr}=s^{-1} \operatorname{Pr}^{\prime}, \quad \mathrm{Sc}=s \mathrm{Sc}^{\prime}, \tag{4}
\end{align*}
$$

where $s$ is a root of the equation

$$
\begin{equation*}
\mathrm{Sc}^{\prime} s^{2}-\left(\operatorname{Pr}^{\prime}+\operatorname{Sc}^{\prime}\right) s+\operatorname{Pr}^{\prime}\left(\psi^{2} Q+1\right)=0 . \tag{50}
\end{equation*}
$$

This equation has two positive roots if

$$
\psi^{2} Q \leq \frac{\left(\operatorname{Pr}^{\prime}-\mathrm{Sc}^{\prime}\right)^{2}}{4 \operatorname{Pr}^{\prime} \mathrm{Sc}^{\prime}}
$$

Otherwise, the roots are complex numbers. So, system (43) can be transformed into two systems (42) with different values of Prandtl and Schmidt numbers. The transformation is invertible if and only if

$$
\operatorname{Pr}^{\prime} \neq \mathrm{Sc}^{\prime}, \quad s \neq \psi+1, \quad s \neq \frac{\operatorname{Pr}^{\prime}(\psi+1)}{\mathrm{Sc}^{\prime}} .
$$

In case of $Q=0$, equation (50) has the roots $s=1$ and $s=\operatorname{Pr}^{\prime} / \mathrm{Sc}^{\prime}$. Taking $s=1$, we obtain the inverse transformation for (47):

$$
\begin{equation*}
T=\frac{\mathrm{Sc}-\operatorname{Pr}}{\mathrm{Sc}-\operatorname{Pr}(\psi+1)} T^{\prime}, \quad C=\frac{\psi \operatorname{Pr}}{\operatorname{Pr}(\psi+1)-\mathrm{Sc}} T^{\prime}+C^{\prime} \tag{51}
\end{equation*}
$$

It should be noted that a linear change of temperature and concentration, which vanishes the Soret and Dufour terms, was found in [19] without using symmetry methods. The momentum equation was written in terms of vorticity, so the pressure term was excluded. The transformation also involved changing time, velocity, and several dimensionless parameters (Prandtl number, Lewis number, and temperature and concentration Rayleigh numbers). In this paper, the equivalence properties of governing equations allowed us to minimize the number of transformed variables to temperature, concentration, thermal diffusivity, and diffusion coefficient (or the Prandtl and Schmidt numbers in dimensionless formulation). In pure Soret case, only linear change of temperature and concentration is required. A detailed study of conditions, under which the derived transformation is invertible, has been also performed.

### 3.3. On Initial and Boundary Value Problems for Soret-Dufour Equations

The formulae obtained in previous section can be used for reducing an initial and boundary value problem for Soret-Dufour equations (42) to a problem for system (43), which has a simpler form due to the absence of Soret and Dufour terms. The following scheme of three steps is proposed:

1. Boundary and initial conditions for system (42) are transformed to those for system (43) by using formulae (45), (48) or (51) (in pure Soret case).
2. The obtained problem is solved numerically or, if possible, analytically. Note that if the Dufour effect is present $(Q \neq 0)$, then the values of $\mathrm{Pr}^{\prime}$ and $\mathrm{Sc}^{\prime}$ are required. They can be found from (45).
3. To obtain the solution of the original problem, the temperature and concentration fields are transformed according to (45), (48) or (51) (if there is no Dufour effect).

Let us consider these steps in more detail. Suppose that we have a problem on finding the functions $\boldsymbol{u}, p, T, C$ that should satisfy equations (42) with $\psi \neq 0, Q \geq 0$ and some initial and boundary conditions. These conditions can be considered as relations on the unknown functions and their derivatives that should be satisfied on some manifolds in the space of $t, \boldsymbol{x}$ :

$$
\begin{equation*}
\left.F_{j}(\boldsymbol{u}, p, T, C)\right|_{\Omega_{j}(t, \boldsymbol{x})=0}=0, \quad j=1, \ldots, n \tag{52}
\end{equation*}
$$

In general, $F_{j}$ is a differential operator that acts on the unknown functions.
The described problem can be reduced to the problem on finding the functions $\boldsymbol{u}, p, T^{\prime}, C^{\prime}$ that satisfy equations (43) and the transformed imposed conditions. The latter are obtained from (52) by expressing $T$ and $C$ in terms of $T^{\prime}$ and $C^{\prime}$ according to the formulae (see (45), (48))

$$
\begin{equation*}
T\left(T^{\prime}, C^{\prime}, s_{i}\right)=\frac{s_{i} \operatorname{Sc}^{\prime}\left(s_{i}\right)-\operatorname{Pr}^{\prime}\left(s_{i}\right)}{s_{i} \operatorname{Sc}^{\prime}\left(s_{i}\right)-\operatorname{Pr}^{\prime}\left(s_{i}\right)(\psi+1)} T^{\prime}+\frac{s_{i}-1}{s_{i}-1-\psi} C^{\prime} \tag{53}
\end{equation*}
$$

$$
\begin{align*}
& C\left(T^{\prime}, C^{\prime}, s_{i}\right)=\frac{\psi \operatorname{Pr}^{\prime}\left(s_{i}\right)}{\operatorname{Pr}^{\prime}\left(s_{i}\right)(\psi+1)-s_{i} \operatorname{Sc}^{\prime}\left(s_{i}\right)} T^{\prime}+\frac{\psi}{\psi+1-s_{i}} C^{\prime} \\
& \operatorname{Pr}^{\prime}\left(s_{i}\right)=s_{i} \operatorname{Pr}, \quad \mathrm{Sc}^{\prime}\left(s_{i}\right)=s_{i}^{-1} \mathrm{Sc} . \tag{54}
\end{align*}
$$

Here $s_{i}$ is a root of the quadratic equation (46), $i=1,2$. For $\psi \neq 0, Q \geq 0$, and positive numbers $\operatorname{Pr}$ and Sc , this equation always has two different positive roots except for the case $Q=0, \operatorname{Pr}=\mathrm{Sc}$, where $s_{i}=1$. In this case, transformation (53) is not invertible, so these values of parameters are not considered below.

We see that the original initial and boundary value problem for equations (42) can be reduced to two problems for system (43) that correspond to different roots of the quadratic equation. Let $\boldsymbol{u}\left(s_{i}\right), p\left(s_{i}\right), T^{\prime}\left(s_{i}\right), C^{\prime}\left(s_{i}\right)$ be a solution of the problem

$$
\begin{align*}
& \boldsymbol{u}_{t}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=-\nabla p+\Delta \boldsymbol{u}+\operatorname{Gr}\left(T^{\prime}+C^{\prime}\right) \boldsymbol{e} \\
& T_{t}^{\prime}+\boldsymbol{u} \cdot \nabla T^{\prime}=\operatorname{Pr}^{\prime}\left(s_{i}\right)^{-1} \Delta T^{\prime} \\
& C_{t}^{\prime}+\boldsymbol{u} \cdot \nabla C^{\prime}=\operatorname{Sc}^{\prime}\left(s_{i}\right)^{-1} \Delta C^{\prime}  \tag{55}\\
& \operatorname{div} \boldsymbol{u}=0 \\
& \left.F_{j}\left(\boldsymbol{u}, p, T\left(T^{\prime}, C^{\prime}, s_{i}\right), C\left(T^{\prime}, C^{\prime}, s_{i}\right)\right)\right|_{\Omega_{j}(t, \boldsymbol{x})=0}=0
\end{align*}
$$

where $T, C, \mathrm{Pr}^{\prime}, \mathrm{Sc}^{\prime}$ are given by (53), (54).
Statement 2. The solutions of problem (55) corresponding to the roots $s_{1}$ and $s_{2}$ are connected by the following relations:

$$
\begin{equation*}
\boldsymbol{u}\left(s_{1}\right)=\boldsymbol{u}\left(s_{2}\right), \quad p\left(s_{1}\right)=p\left(s_{2}\right), \quad T^{\prime}\left(s_{1}\right)=C^{\prime}\left(s_{2}\right), \quad C^{\prime}\left(s_{1}\right)=T^{\prime}\left(s_{2}\right) \tag{56}
\end{equation*}
$$

Proof. Consider problem (55) in case of $i=1$. Taking into account that $s_{1} s_{2}=\mathrm{Sc} / \mathrm{Pr}$ (see (46)) and using (53), (54), we have

$$
\begin{gather*}
T\left(T^{\prime}, C^{\prime}, s_{1}\right)=\frac{\mathrm{Sc}-s_{1} \operatorname{Pr}}{\mathrm{Sc}-s_{1} \operatorname{Pr}(\psi+1)} T^{\prime}+\frac{s_{1}-1}{s_{1}-1-\psi} C^{\prime}= \\
=\frac{s_{2}-1}{s_{2}-1-\psi} T^{\prime}+\frac{\mathrm{Sc}-s_{2} \operatorname{Pr}}{\mathrm{Sc}-s_{2} \operatorname{Pr}(\psi+1)} C^{\prime}= \\
=\frac{s_{2} \operatorname{Sc}^{\prime}\left(s_{2}\right)-\operatorname{Pr}^{\prime}\left(s_{2}\right)}{s_{2} \operatorname{Sc}^{\prime}\left(s_{2}\right)-\operatorname{Pr}^{\prime}\left(s_{2}\right)(\psi+1)} C^{\prime}+\frac{s_{2}-1}{s_{2}-1-\psi} T^{\prime}=T\left(C^{\prime}, T^{\prime}, s_{2}\right) . \tag{57}
\end{gather*}
$$

The relation $C\left(T^{\prime}, C^{\prime}, s_{1}\right)=C\left(C^{\prime}, T^{\prime}, s_{2}\right)$ can be established in the same way. Now, using the equalities $\operatorname{Pr}^{\prime}\left(s_{1}\right)=s_{1} \operatorname{Pr}=s_{2}^{-1} \mathrm{Sc}=\mathrm{Sc}^{\prime}\left(s_{2}\right), \mathrm{Sc}^{\prime}\left(s_{1}\right)=\operatorname{Pr}^{\prime}\left(s_{2}\right)$, and the relations obtained above, we can rewrite problem (55) for $i=1$ in the form

$$
\begin{align*}
& \boldsymbol{u}_{t}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=-\nabla p+\Delta \boldsymbol{u}+\operatorname{Gr}\left(C^{\prime}+T^{\prime}\right) \boldsymbol{e} \\
& C_{t}^{\prime}+\boldsymbol{u} \cdot \nabla C^{\prime}=\operatorname{Pr}^{\prime}\left(s_{2}\right)^{-1} \Delta C^{\prime} \\
& T_{t}^{\prime}+\boldsymbol{u} \cdot \nabla T^{\prime}=\operatorname{Sc}^{\prime}\left(s_{2}\right)^{-1} \Delta T^{\prime}  \tag{58}\\
& \operatorname{div} \boldsymbol{u}=0
\end{align*}
$$

$$
\left.F_{j}\left(\boldsymbol{u}, p, T\left(C^{\prime}, T^{\prime}, s_{2}\right), C\left(C^{\prime}, T^{\prime}, s_{2}\right)\right)\right|_{\Omega_{j}(t, \boldsymbol{x})=0}=0
$$

Here the second and third equations from (55) are written in a reversed order. Comparing problems (58) and (55) for $i=2$, we see that the latter can be obtained from the former by replacing $T^{\prime}$ with $C^{\prime}$ and vice versa. It follows that the solutions of these problems have the same relation, so equalities (56) hold true.

As soon as the solution of problem (55) is found, the solution of the original problem for Soret-Dufour equations is given by formulae (53). It should not depend on the choice of the root $s_{i}$. The equality of velocity vectors and pressures corresponding to different roots directly follows from Statement 2. Using (56) and (57), we have for temperature fields

$$
T\left(T^{\prime}\left(s_{1}\right), C^{\prime}\left(s_{1}\right), s_{1}\right)=T\left(C^{\prime}\left(s_{1}\right), T^{\prime}\left(s_{1}\right), s_{2}\right)=T\left(T^{\prime}\left(s_{2}\right), C^{\prime}\left(s_{2}\right), s_{2}\right)
$$

The equality of concentrations corresponding to the roots $s_{1}$ and $s_{2}$ can be established in the same way.

Note that we can also use dimensional equations and boundary conditions when reducing a problem for Soret-Dufour equation to a problem for the system without these effects (see section 3.1). In this case, it is easy to show that the resulting solution does not depend on the choice of the root as well.

Here we do not discuss the variety of initial and boundary conditions on the velocity, pressure, temperature, and concentration fields (see [2-4, 20]). However, it would be useful to consider an example of such condition and to see how it is changed under the transformations derived above. Suppose that the Soret effect is taken into account. Then the mass diffusion flux is driven by concentration and thermal gradients:

$$
\mathbf{j}=-\rho_{0}(D \nabla C+\alpha D \nabla T)
$$

It is often assumed that the mass diffusion flux through a rigid or free boundary $\Gamma$ is zero: $\left.\mathbf{j} \cdot \boldsymbol{n}\right|_{\Gamma}=0$, where $\boldsymbol{n}$ is the unit normal vector to $\Gamma$. In dimensionless variables introduced in the previous section, this relation can be written as

$$
\left.\left(\frac{\partial C}{\partial \boldsymbol{n}}-\psi \frac{\partial T}{\partial \boldsymbol{n}}\right)\right|_{\Gamma}=0
$$

The corresponding condition for system (43) is obtained by applying formulae (48):

$$
\left.\left(\frac{\partial C^{\prime}}{\partial \boldsymbol{n}}+\frac{\mathrm{Sc}^{\prime}(\psi+1-s)}{\operatorname{Pr}^{\prime}(\psi+1)-s \mathrm{Sc}^{\prime}} \frac{\partial T^{\prime}}{\partial \boldsymbol{n}}\right)\right|_{\Gamma}=0
$$

The other possible initial or boundary conditions for system (42) can be easily transformed to those for system (43) by applying (48), (49) or (51) (in pure Soret case).

## Conclusion

The equations describing convection in binary mixture with Soret and Dufour effects are considered. The symmetry classification of this system with respect to the nine constant parameters is made. The one-parameter transformation subgroups produced by the generators of the admissible

Lie symmetry algebras are described. It is shown that a generator producing equivalence transformations of constants is defined accurate to a factor arbitrarily depending on these constants. The equivalence group admitted by the governing equations is calculated. This group is used to derive a transformation connecting the systems with and without Soret and Dufour terms. In pure Soret case, it reduces to a linear change of temperature and concentration. The presence of Dufour effect requires an additional change of thermal diffusivity and diffusion coefficient. It is shown that there are two ways of transforming the systems into each other. They correspond to different values of parameter, which solves the quadratic equation. The transformation is presented in dimensional and non-dimensional forms. The conditions, under which the transformation is invertible, are investigated. A scheme for reducing an initial and boundary value problem for Soret-Dufour equations to a problem for the system without cross-effects is proposed. These results are useful for analytical and numerical modelling of convection in binary systems with Soret and Dufour effects.
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