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1. Introduction and preliminaries

A large number of papers have been devoted to various versions of generalization of the
Cauchy-Kovalevskaya theorem. Note the paper [1], which deals with the equation solved for
mixed derivative, and also papers [2, 3], in which systems of linear partial differential equations
and existence and uniqueness theorems for normal and analytic solutions of these systems were
considered. In the paper of L. Hérmander [4], in connection with the investigation of the Cauchy
problem, the following initial-boundary value problem is formulated.

Let us consider a polynomial differential operator of the form

P(0,§)=0m— ) (€,

llwll<d
where w = (w1,...,wy), m = (my...,my) are multi-indices, ||w|| = w1 + -+ + wy, |m|] = d,
0 = (01,...,0y), 0; are partial derivatives, the coefficients c,,(£) are analytic functions of £ =
(&1,...,&,) in a neighborhood of zero in the space C™. Tt is required to find a function satisfying
the differential equation
P(d,6)F = G, (1)
and conditions:
NI —lg;—0=0, 0<k<my, j=1,....n, (2)

where ® and G are given analytic functions in a neighborhood of zero. In [4], Theorem 5.1.1,
under certain restrictions on the coefficients ¢, (£) a theorem of existence and uniqueness of an
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analytic solution of the initial-boundary value problem is obtained. The Cauchy-Kovalevskaya
theorem and the Darboux-Goursat-Baudot theorem follow from this theorem.

In this paper we formulate an analogue of the problem (1)—(2), in which instead of the partial
derivatives 0; the operators D; of derivation of the ring of Laurent series with supports in rational
cones are used. In the case of constant coefficients the question of existence and uniqueness of a
formal solution in the class of such series is investigated.

In the second section we give notation and definitions necessary for formulation of an analog of
the Hérmander problem (1)—(2), and for formulation of the theorem of existence and uniqueness
of a solution to this problem (Theorem 1).

In the third section we define the Borel transform of Laurent series with supports in rational
cones which allows us to establish the connection (Theorem 2) between solvability of the corre-
sponding initial boundary value problems for differential and difference equations with identical
symbols. Using the results on solvability of the difference problem obtained in [5], we prove the
main Theorem 1.

2. An analog of the initial-boundary value problem
of Hormander

To formulate an analog of the initial-boundary value problem of Hérmander, we need the
definitions of a rational cone, of the ring of Laurent series with supports in these cones and
derivations of the ring of such series (see [6,7]).

Let a',...,a" be linearly independent vectors with integer coordinates o/ = (al,...,al).
A rational cone generated by a',...,a" is the set

K={zeR" iz =X a"+ -+ \a", \; €ER,,j=1,...,n}.

We denote by A the matrix whose columns consist of the coordinates of the vectors a/ and
A =det A. If A =1, then the cone K is unimodular. We shall consider only unimodular cones.

Let A~! be the inverse of the matrix A. The rows of A~! are denoted by a',...,a™. Let
the vectors a!,...,a" form a reciprocal basis for the vectors al,...,a", that is (af,a’) = 0ijs
where (k,x) = k1z1 + - - - + knxy, and 6;; is the Kronecker symbol. Note that for z € K always
(ad,x) >0,5=1,...,n.

Define a partial order % on points u,v € R™ as follows:

uzvesu—ove K.
K

Moreover, we write u # v whenever u — v € K.

K
The cone

K*={keR":(k,z) >0,z € K}

is called dual to K. Denote the set of its interior points by K* and fix v € K* N Z". Given
r € K NZ"™, the nonnegative number

|x|u = <V7$>7

is referred to as the weighted homogeneous degree of z*. The weighted homogeneous degree of
the Laurent polynomial Q(z) =Y ¢;2" is defined by the formula

deg, Q(z) = max |z|,.
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Denote by Ck|[z] the ring of Laurent polynomials Q(z) = >_ ¢»2% with the exponents x of

the monomials z* lying in K NZ™. Addition and multiplicationmare defined naturally.

In the ring C g [[2]] of Laurent series the usual partial derivative a%j is not a derivation because
for x € K NZ" the points © — e/, where e’ are the standard unit vectors, in general need not
lie in K NZ". In [7], the derivation of the ring Ck|[[z]] was defined, which made it possible to
transfer the concept of D-finiteness of power series to Laurent series. We repeat this definition.

Express each element © € K NZ" as a linear combination x = Aja! + - -+ + A,a™ of basis
vectors. In the matrix form this expression becomes x = A\, where ) is a column vector, and A

is the matrix with the coordinates of the vectors a’ in columns

1 n
ai ... aj

A= .
1
an,

The determinant of matrix A is not equal to zero.
Define the operator D; on monomials 2* as follows:

Dsz = /\jzm_aj, (3)

where \; is the j-th coordinate of the point A = A~'z. Observe that for A # 1 and z € K N Z"
the number J; is rational in general.

It is not difficult to verify that D; for j = 1,...,n, are linear and satisfy the usual rule for the
derivative of the product and, in the case of a unimodular cone (A = 1), map the ring Cx[[z]]
into itself, that is, they are derivations.

Next, on the monomials z*, 2 € K N Z", define the operator D, w € K NZ", w = wia'+
+ -+ wpa™ as follows:

D¥2% = T(x, 0’z — a?,a?) ... (x — (w; — 1)a?,a?)2"".

Note that D¥' D" = D*'+%" For w = o’ we have D%2% = <x,aj>z‘”_aj =D;z* j=1,...,n,
and if wy, ..., w, are the coordinates of the vector w in the basis a',...,a", then D¥ = Daler
...D¥"%n = D . D&, where D¥ = Djo---0Dj.

Note that if the cone K is unimodular, then the operators D“ for w € K NZ™ are derivations
of the ring of series C [[2]] and the action of the operator D* on the monomials 2%, x € K NZ",
can be written as follows:

0, ifx 2w,z # w,
K

DY 2% = | (4)
I L o>,
K

where (z,a)! = (z,a!)!. .. (z,a™)!.

We denote by I'; the face of the cone K generated by the vectors at,i=1,...,5—1,j+1,...,n,
Dj={z:z=XNa"+...\j1a" ' + \j1a" ™ + -+ X\,a"}. Denote by F(z)]
series, whose supports are the faces I'; of the rational cone K:

Lai _o the Laurent

F@)wicg= Y, fla)z". (5)

zeT;NZ"
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Let us define a polynomial differential operator

P(D) = cu(2)D*, (6)
weN
where 2 C K NZ"™ is a finite set of points of an n-dimensional integer lattice and coefficients

¢w € Ck|[[2]]. The Laurent polynomial P(¢) = > ¢,¢¥ is called the characteristic polynomial
weN
for the polynomial differential operator (6).

By the order d, of P(D), we mean the weighted homogeneous degree deg, P(() of the char-
acteristic polynomial, i.e., d, = max |w],. In what follows we omit the subscript v for d.
we

Remark. It follows from the relation
z“ij:<aj,9>7j:17...,n, (7)

0 0
where © = (zlafmw..,zngn

operator (6) can also be regarded as a differential operator with partial derivatives. As an

), a?, j = 1,...,n, is a reciprocal basis, that the differential

example, consider the following operator:
P(D) = 0271D(2’1) + 0170D(1’0) + Cl)lD(l’l) + €0,0-

Taking into account (7), it can be written as
82 2

-1 -2 2 1 1y 0
€212 —C21%] Zeqn5 tClon— + (=212 —c102] 22+ c112] ) 5— + Coo-
021029 0z5

821 822
Let us fix m € K NZ" and formulate the following problem which we call an analog of the
initial-boundary value problem of Hormander. It is required to find F(z), satisfying the equation

P(D)F =G, (®)
and initial-boundary conditions

DR F — 3| =0, 0< k< (mad), j=1,...,n. (9)

yad —0

For K = R%}, D; = 0;, j = 1,...,n, the problem (8)—(9) was formulated in [4] and under
certain restrictions on the coefficients of the homogeneous component of the highest power, the
existence and uniqueness theorem was proved.

In the following theorem, in the case of constant coefficients of the polynomial differential
operator P(D), a sufficient condition is imposed on the coefficients of the principal symbol

Piy(D)= 3. c¢uD¥ of the differential operator P(D), which ensures the existence and unique-
|w],=d
ness of a solution.

Theorem 1. Let m € Q and let |m|, = d be the order of a differential operator. If the
coefficients of operator (6) are constant and the coefficients of the principal symbol of Py(D)

satisfy the condition
eml > D> euls (10)

|w],=d,w#m

then for any series G,® € Ckl[#]], the boundary value problem (8)—(9) has a unique solution
Fe (CK[[Z]]
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3. Proof of the main theorem

In this section we establish a connection between the solutions F of a differential equation
from the ring Cx[[z]] and solutions of the difference equation.

m
In the one-dimensional case, the differential operator is written in the form P(D) = Z oD,
w=0

d
D= e and the problem (8)—(9) takes the form
z

D¥[F = ®]|,=0=0, 0 <w<m,

or, which is the same,

F0) = p(w),w=0,1,...,m—1, (12)

where ¢(w) are the coefficients of expansion in a series of functions ®(z) = Z 30@'6) 2% If
= =

G(z) = Z Mz""/’, then it is not difficult to see that the function F(z) = Z Mzw is a
=0 al =0 z!

solution of (11)—(12) if and only if the coeflicients f(z) in its expansion in a power series satisfy
the difference equation

chf(x—i—w):g(x),xzo,l,... (13)
w=0

with initial data
fl@)=¢(x),z=0,1,...,m—1, (14)

where ¢(x) is a given function.

oo
x
Note that the generating function F' = Z &z) of the solution of the difference equation

=0 z
(13) . e fla) . . .
is the Borel transform of the solution F(z) = E 2" of the differential equation (11).
x!

=0
We formulate a multidimensional analog of the difference problem (13)—(14). On complex-
valued functions f(x) = f(x1,...,2,) of integer variables x1,...,z,, we define shift operators

0; with respect to variables x;:
6]f(x) = f(l‘h e ,ZL'j_l,ZIZj —+ 1,IIZj+1, ey ZCn)

and a polynomial difference operator of the form

P() = cud,

weN

where  C K NZ™ is a finite set of points of an n-dimensional integer lattice, 6 = §;* - --- - ln
w=mnret + -+ +n,e™ and coefficients c,, € C[[2]].
It is required to find a function f(x) satisfying a polynomial difference equation

P(6)f(z) = g(x) (15)



Evgeny K. Leinartas, Tatiana I. Yakovleva On Formal Solutions of Hormander’s Initial-boundary . ..

and initial-boundary conditions
57K [f(2) — p(@)]|eer,nzmn =0, 0<k < (m,ad), j=1,....n, (16)

where I'; is the face of the cone K generated by the vectors at,i=1,...,5—1,5+1,...,n, the
vectors al, ..., a™ form a reciprocal basis for the vectors al, ..., a", that is, (o, a’) = 0ij-

Let us state the assertion (see [5], Theorem 1]), which is necessary for the proof of the main
result.

Let ¢, be constant, m €  and let |m|, = d be the order of a difference operator. If the

coefficients c,, of the principal symbol Py(8) satisfy the condition
eml > D> eul,
|w],=d,w#m

then (15)-(16) is solvable.
For the case K NZ" = Z;, Theorem 2 was proved in [8].
For a function f(z) of a discrete argument, we define two types of generating series (functions):

Fe= Y f(x)zf. (17)

and

ro- I (18)

The series (18) is called the Borel transform of the series (17). For K = R, the standard
Borel transform is obtained from the transformation defined above (see [9,10]).
We shall look for solutions F(z) € Ck|[[2]] of the problem (8)—(9) in the form (17).

Theorem 2. The formal Laurent series (17) is the solution of the differential problem (8)—(9)
if and only if its Borel transformation (18) is the generating function of the solution f(x) of the
difference problem (15)-(16).

Proof. Necessity.
Using the linearity of the differential operator P(D) and the definition of (4) for differentiating
D%, we obtain:

PDFE = S ewb® Y f =Y e Yy o f<<x>z””>"“.

r—w,a) (z,a)!
|wl], <d ccknzn V¢ lwl,<d  T—weKNZ" { o)

)

After standard transformations, the expression for P(D)F takes the form
f x4 w)
=D @ ) o
lwl,<d  z€KNZ"

Now, changing the order of summation in the last equality and taking into account the equation
(8), we obtain:

P(D Z Z wai"(;w 9

z€KNZ" |w|, <d cekrzr V¢
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Finally, equating the coefficients of the same powers, we have

3 ol +w) = gla),

lwl,<d

that is, f(x) satisfies the difference equation (15).
In general, it is similarly proved that the condition (9) implies the condition (16)

DVMF — @] =Dk | 3
xEKNZL™

[ e
(x, a)! Z (x, a)!

rEKNZ"

)

Ly @) ezt s (et alk) (et ks

—al | |
i e e (x — alk, )z, a)!

Using the definition of the shift operator §;, we obtain

DHE g = Y 07 M(f (@) — pla))="

' b
rEKNZn (x, oz).

then, using the condition (9), we obtain

=0.

yad —0

5“j’“fw— x))z*
> (f(x) — o(x))

(x, a)!

e KNZ™

According to the definition of (5), we have
3" *[f(x) = ¢(@)]|wer,nzn = 0.

Sufficiency. If we make the calculations from the proof of necessity in the reverse order, then
we get (8) and (9) respectively from (15) and (16). O

Proof of Theorem 1.

Since the condition (10) is satisfied, then by the above Theorem 1 from [5] on the solvability of
the difference problem (15)—(16) there exists a unique solution f(z). By Theorem 2, the Laurent

series F = Z )z

rEKNZ" (x, a)!

is the (unique) solution of the problem (8)—(9). O
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O dopmabHBIX penieHnsX HaYaJIbHO-KpaeBoil 3a1a4n
XépmaHaepa B KJjacce psajioB Jlopana

Esrennii K. Jleitnaprac

Tarpsana U. dkoBiaeBa

MucturyT martemaTuku u GyHIaMEHTATIBHON HHMOPMATHKHI
Cubupckuii degepabHblil YHUBEPCUTET

Csobonmsrit, 79, Kpacuosipck, 660041

Poccus

Onpedeasomes dupdepenyuposarus Koavya pados Jlopana ¢ HOCUMEAAMU 8 PAUUOHANOHBIL KOHYCAT U
O0NA NONUHOMUGALHBLT QUPBPHEPERUUANDLHBLT ONEPATNOPOE C NOCMOAHHBIMU KOIPPUUUEHMAMU DOKA3BLEA-
EMCA MEOPEMA CYULECTNBOBAHUA U EOUHCTNEEHHOCTIU PEWEHUS AHAAO2A 00HOT HANANDHO-KPAE8OT 30004
Xépmandepa 6 xaacce gopmarvhoix pados Jlopara.

Karoueswie caosa: dugdeperyuarvhoii onepamop, 3ada4a XEépmaroepa, pasHoCmHbie YpasHeHUs, KPAmM-
nuie padv Jopana.
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