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In the article, the theory of optimal filtering of information processes is used to synthesize an algorithm
of space-time processing received satellite mnavigation signal and spoofing jamming. FEquations of the
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Introduction

Global navigation systems (GLONASS, GPS) are widely used in different technical field of
use [1,2]. Navigation receivers provide high accuracy for coordinate definitions (= 2...3 m).
But they are subjected to radio jamming. To protect navigation receivers against jamming there
used methods of spatial jammer suppression [3-7] based on using an antenna array and spatial
processing algorithms that form a gap at jammer direction in an antenna pattern. Efficiency
of these algorithms is increasing when jammer power is increasing relative to navigation signal
power. Typical value of such power elevation can be 30 dB and greater. But apart from pow-
erful barrage jamming there are used spoofing jamming that imitate the true navigation signals
arriving from GPS/GLONASS satellites. Required power for these jamming is just only 4-5 dB
grater then navigation signal power. Principle its action is following. Parameters of a spoofing
jamming are determined in that way that they get into limits of a delay discriminator charac-
teristic and has appropriate Doppler shift. As power of a jamming signal is grater then power of
a navigation signal then the receiver will be track a jamming signal. If in the receiver there are
used an antenna array it can not efficiently suppress such jammer and correct operation of the
receiver will be interrupted [8, 9]. The matter of this article is synthesis of an optimal algorithm
of space-time processing received satellite navigation signal and a spoofing jamming that results
reliable navigation signal tracking.
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1. Setting synthesis problem

We have a m-elements planar antenna array (AA) with which the coordinate system (CS)
OXYZ is connected (Fig. 1). In this SC I-th antenna element position is described by vector
pa,- A navigation signal comes at AA from the direction specified by the unit vector es and a
jamming signal comes at AA from the direction specified by the unit vector €;qm.

Let’s consider that navigation and jamming signals have identical structure and when they
are received at the point O in the OXYZ SC at fixed time ¢y they have equal delay and Doppler
shift values. This situation is typical when there are used aimed spoofing jamming affected
on a receiver of GPS/GLONASS navigation signals. In addition it is supposed that there are
estimated angles of the vector ejq, using AA and methods such as MUSIC or ESPRIT and
others [10, 11].

Navigation signal
direction

|

| J; or signal
| AMIMCr signa
: didrection
|

|

Fig. 1. Geometric scheme of signals reception

At outputs of AA elements at discrete time ¢y, ; = tp+iTy; k=1,2,..., i =1, M (tp i = tey1,
tx+1 — tx = T is a period of range code modulation) sampling increment T, there are received
additive mix of a navigation signal, a jamming signal and discrete white Gaussian noise

Y (i) = 8 (tryis Ak) + Sjam (Lris Njamsk) + 1 (i) (1)

where
8 (tiis Ak) = Ahye (tii — Tr) hai kSharm (i, ki) (2)

is a navigation signal vector at AA elements that are fitted with vector e, direction, h,. (tg,;) is
range code modulation [12];

hair is digital information transmitted in the navigation signal using BPSK method with
symbol duration 74 > T and is a random variable that takes on values +1;

Sharm (th,is Pr,i) = |cos (Wl + i) cos (Wt + 12 + i) ... oS (Wt + P + cpk,i)IT
is a vector of radio frequency harmonic signals in which ¢y, ; = @i + Wpep,xi1y is a signal phase
that is common for all components at each AA elements;
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21p 4 €
P = % is a phase increment at the [-th AA element relative to phase at the first AA

element;

T . .
A = "Tk P Wik | is a vector of estimated parameters;

Sjam (tk,i; Ajam;k) = Ahrc (tk’,i - Tjam;k) hdi,ksharm,jam (tk,ia @jam;k,i) (3>

is a jamming signal vector at AA elements that are fitted with vector ejq., direction; h,s (tx,:)
is range code modulation the is identical to navigation signal range code (a spoofing jamming );

Sharm,jam (tk,i7 (pjam;k7i) =
T
- |COS (Wtk7i + @jam;k,i) COs (Wtk,i + wjam;Q + (pjam;k:,i) ... COS (Wtk,i + wjam;m + (pjam;k7i)|

is a vector of radio frequency harmonic signals in which @jem:ki = @jamk + WDop,jam;ki1aq s a

jamming phase that is common for all components at each AA elements;

2mp 4 €
2P A Cjam is a jamming phase increment at the I-th AA element relative to phase

77[}]'am;l =
at the first AA element;

hai; is digital information transmitted in the jamming signal using BPSK method with
symbol duration 74; > T and that is identical to navigation signal digital information;

XNiamik = |Tjam;k ©jamsk  WDop,jam:k |T is a vector of estimated jamming parameters;
n (ty ;) is a vector of uncorrelated noses with correlation matrix M ['n, (tkﬂ-)nT (th)] = D,I¢; ;,
where T denotes hermitian conjugate.

Phase changing model at clocks tx, k =1,2,...1is

Yk = Pr—1+ wDOp,kflTa
WDop,k = WDop,k—1 + Vk—1T,
Vg = Vk—1+ &p—1, (4)
Piam;k = Pjam;k—1 + WDop,jam;k—lTa
WDop,jam;k = WDop,jam;k—1 + Vjam;k71T~

Viam;k = Vjam;k—1 + gjam;k—la (5)

where T' = MTy; §k—1, &jam;k—1 are vectors of uncorrelated noses with variances De, D, orn
Phase changing models within each time interval [y, tx+1] are described by formulas

Pk,i = Pk + dewDop,kv Pjam;k,i = Pjam;k + dewDop,jam;k~

WDop,k—lT _ WDop,jam;k—1

s 45 Tjam;k = Tjam;k—1 — — 5 _, 1,
27Tf0 27Tf0

wherefy is a carrier frequency. The task is synthesis of an algorithm of optimal filtering A; and

Ap,k When space-time observations (1).

Delay changing models are 7, = T—1 —

2. Synthesis of optimal filtering algorithm

For synthesis of optimal filtering algorithm let’s use optimal filtering theory [13] according
which one must consider a posteriori probability density (APD) p ()\k, Xjam, ks Ndi e |Y’§+1 ) where
YIS'H is the observations set received up to time ¢;1. Using the law of total expectation let’s
write down

P (Mes Njamis B [Y6) =0 (A YT, Njam.ks Paie ) </\jam,k; hai )YISH) =
=p ()\jam,k ‘Y(]?H)\m hdi,k) p (A, haik |[YET).
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Further let’s consider separately conditional APD p ()\k }Y’g“,)\p’k, hdi’k) and
D ()‘pJf ‘Y’g“, Ak, hai, k) with appropriate separately estimating of A: on the assumption
of known values Ajqm 1 and similarly estimating of j\jamk on the assumption of known value Ag.
For conditional APD p (/\k ‘Y’g“, Xjam, i hdi,k) let’s write down [12]

p (Ax |Y§+17/\jam,k7 haie) = c1p Ak [Y§s Xjam,ks haik ) p (Yﬁﬁw Ak Ajam,k ahdi,k) ,  (6)

where YZ:{V[ = {y({r1),y({tr2),-..,y(trm)} is the observations set (1) received at the time
interval [ty,tx+1]; ¢1 is a normalization constant.

Let’s consider conditional probability density of the observations
Yllz:i\/[ = {y (tk,l) ,y(tk’g) g ;y(tk,M)} for fixed wvalues /\k: “Pk wDopyk Vi Tk|T, )\jam;k

T
|90jam;k WDop,jam;k Vijam;k Tjam;k| and hdi,k~

D (Yﬁw IAks Xjam, ks hdi,k) =
| M ) .
= cexp [m ; <y (tk,i) - 5 (3 (tkﬁia/\k,ia hdi,k) + Sjam (tk,i, )\jam;k,ia hdi,k))) X

X (8 (th,is Akis haisk) + Sjam (tkis Njamik,is haik))] s (7)

where ¢ is a normalization constant.

Let’s transform (7) taking into account that estimated parameters Ay are not energy
kM
p (ijl \)\k,Ajam,k,hdi,k) =

M
- 1
= Cexp lD D@ (ki) = Sjam (this Njamskis hai k)" 8 (bris M, hdi,k)] ; (8)

noi=1

where ¢ is another normalization constant is not depended on estimated parameters Ag.
The random variable hg; ;, takes on values 1 with equal probabilities. Tacking this into
account let’s average (8) with respect to hg;

p (YZ:i\/l |)‘k7 Ajam,k) -

1
== (p (Yﬁjiw IAks Xjam, ks ik = 1) +p (Y:jiw IAks Xjam, ks ik = —1>) =

2
LM
= ¢ch [D > W (tri) = Sjam (te.is Njamsk.is haik = 1))78 (t.is Aiis hai e = 1)] N C)
" i=1

where ch (z) is a hyperbolic cosine function.
Conditional probability density (9) we will use for synthesis of optimal filtering of A vector
on the assumption of known values Ajqm, i using following common equations for APD [13]

p ()\k |Y](§+17)\jam,k) =Cp (Ak |Y](§7)\jum,k ) p (YI;::iV[ |)\k7)\jam,k) 5
o (10)
(A VG Namk ) = / P M1 |YE, XNjamp—1) A [Ap—1) dAg—1.

— 00
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It is known that when using Gaussian approximation APD p (/\k |Y§+1,)\jam,k) then for
equations (10) there are correspond equations of extended Kalman filter for mathematic expec-
tation Xk and error variance matrix of this APD. As the vector Ay = |pr w i Vg Tk\T includes
components ¢y, w i v describing phase changing and the component 73, describing a signal en-
velope delay then an optimal filtering system is divided into two parts: a filtering system for
state vector Z, = |pr Wk Vk\T that describe a signal phase on the assumption of known value
7 and a filtering system for a component 75, on the assumption of known value z,. Skipping
intermediate calculation let’s write down the final optimal filtering algorithms for two pointed
systems.

Phase-locked loop (PLL) tracking system for a navigation signal s (t,;, Ax)

1 T 0
. . . o T
Ty k = Fxtp,k—l + Kudis,tp,k/sdis,tp y Tk = [Pk WDop,k Vk| ;F =0 1 T ) (11)
0 0 1
dlnp (Y’,j;f4 |,\k,,\jam,k)
Udis,p,k = aﬁpk =
g M
=th {D (Y (tr,i) — 8jam (th,i> Xjamsk,is haik = 1) Sharm (th,i> Phs @Dop,k) ore (tr,i — %k)} X
=1
A& O8harm (te.is Plr @Dop.k)
harm \lk,i,» Pk “Dop,k ~
X5 (Y (tr,i) — 8p (tryis Ajamsk,is Rdie = 1))T P P2 he (b — Tx),  (12)
" oi=1 Pk

Delay-locked loop (DLL) tracking system for a navigation signal s (¢ ;, Ax)

WDop,k—1 T

Tk = T + KrUdis r i/ Sdis,r > Th = Th—1 — o o (13)
dlnp (Yﬁj” |Ak,Ajam,k)
Udis,t,.k = 1 =
A Y Ohe (tei — T2)
~ o~ re\Yk,a — Tk
= F Z (y (tk,z) — Sjam (tk,iy Aja7n;k,i))TshaMn (tk,ia Pk, wDop,k)a—Tk- (14)
" oi=1

In contrast to known PLL and DLL tracking systems [12] in the synthesized tracking sys-
tems there are used phase and delay discriminators in which an influence of jamming signal are
compensated. This improves characteristics of navigation signal phase and delay tracking.

As deriving the equations (11)-(14) there where considered conditional APD
p(/\k |Y§+1,)\p7k) on the assumption of known value Ajqm r then in these equations there
are contained Ajqy, 1 as known function.

Let’s also note that in the phase discriminator (12) and in the delay discriminator (14) at each
time interval [t,tr+1] there are jointly processed observations (1) belonged to all AA elements
with taking into account there space positions that is there are executed space processing of
received signals.

Now let’s consider conditional APD p (X;qm,k |Y§+1,)\k, hdi,i) supposing than Ay is known.

Repeat for this APD the same deductions and assumptions that had been done above for
another APD one can get the optimal filtering algorithms for the vector A, ;, of a gamming signal
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Sjam (tk,ir Ajamsk,i) that we write down in final form PLL tracking system for a gamming signal
Sjam (tk,iy Ajarn;k,i)

x‘ﬂjanl)k = Fxﬁajawuk;_l +Kudisaﬁaja'm7k3/Sd7f.Saﬁaja'm )

X X . X T (15)

Eisamk = |Pjam ks DDopjamik  Vjam.k|

Olnp (Yk M [Aks Ajam, k)
8<Pjam;k

Udis,pjam,k =

jamz (thi) = 8 (thois Aksis hai e = 1))
'"/

X Sharm,jam (tk,i7 @jam;ka (’DDop,ja'm;k) hrc (tk,i - %jam;k) X

Jamz (tri) = 8 (brois Meais hai e = 1)) %

« 8shm"ﬂ%,jam (tk,i7 Sbjam;k7d}Dop,jam;k) h
agpjam;k

rc (tk,i - 7~—jam;k) . (16)
DLL tracking system for a jamming signal $;am (.5, Ajam:k,i)

WDop,jam;k—1 T

%jam,k - %jam,k + KTUdis,rjam,k/sdis,fmm 77~—jam,k - 'f_jam,k—l - 5 (17)
' ' 27 fo
k,M
alnp Y IAk;A jam,k
k1 jam,
Udis, Tjam,k — =
Jam aTjam,k
jam T ~ ~ ahrc (tk,i - %jam;k)
== tk K tk iy /\1k 1)) sharm,jam (tk,ia Piam;k, wDop,jam;k) ) (18)

aTjam;k}

As deriving the equations (15)-(18) there where considered conditional APD p (A [Y 5, Ax)
on the assumption of known value Ay then in these equations there are contained Ay as known
function. On the next step in the synthesis of optimal filtering algorithm we will use sliding fil-
tering method according which in the discriminators (12), (14) it is necessary to use extrapolated
estimate A jam,k formed in the tracking systems (15)—(18) instead of true value Ajgm k. Similar
in the discriminators (16), (18) it is necessary to use extrapolated estimate A  formed in the
tracking systems (11)—(14) instead of true value Ag.

3. Analysis of synthesized optimal space-time filtering
algorithms

Analysis of synthesized optimal space-time filtering algorithms in common form is rather
cumbersome and not enough visual. So let’s do such analysis for 2 elements AA and receiving
signals in one plane (Fig. 2).

The antenna element A; we consider as reference and vectors of radio frequency harmonic
signals (2) u (3) let’s write down in the form

T
Sharm (tk,is Pr,i) = |cos (Wi + ¢r,i)  cos (wty,; —hcos (9) + opi)|

sharm,jam (tk,i, @p;k,i) - ICOS (Wtk,i + @jam;k,i) COSs (Wtk,i - 1/) Ccos (ﬂjam) + Sﬁjam;k,i”Ta
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where 1 = 2mwd/\.

From (12), (14), (16), (18) it is followed that discriminators of synthesized system are con-
structed using correlators of different types. For instance, the phase discriminator (12) of the
PLL tracking system for s (tx,;, Ax) signal use the following correlators

M
Ik—i—l,Al = Z (yAl (tk,i) - Ajamhrc (tk,i - 7:ja'rn;}’c) COSs (Wtk,i + ijam;k,i)) X
i=1
Z x o8 (Wk, i + @r.i) Pre (th,i — 7)) Tas
M
Ik+1,A2 = Z (yA2 (tk,i) - Ajamhrc (tk,i - %jam;k) cos (Wtk,i —tpcos (ﬁjam) + @jam;k,i)) X
i=1
l x cos (wtg,; — 1 cos (9) + ki) hre (tk,i — i) Ta,
M
Qk+1,A1 = Z (yA1 (tk,i) - Ajamhrc (tk,i - 7~-j<17n;16) COS (Wtk,i + ijam;k,i)) X
=1
l x sin (Wtg ;i + @r.i) Pre (tri — Tr) Ta,
M
Qri1.a, = Z (Yas (thi) — Ajambhre (tiyi — Tjam:k) €08 (Wtg,i — ¥ cos (Vjam) + Pjamsk,i)) X
=1

x sin (wtg,; — ¥ cos (V) + @r.i) hre (tii — 7)) Ta- (19)
These components are Gaussian random variables that we presenting the form

Invr,4, = Inp,a, k1,400 Iet1,40 = o140 + Lpikt1, 405 (20)

Qrt1,4, = Qrr1,4, + Qpiies1,4, Qra1,45 = Q1,40 + Q ik, 4,

where fk+1,A1, fk+17A2, Qk+1,A1a Qk+17,42 are mathematical expectations of these random vari-
ables; Lrik41,4,5 Lfik+1,40, Qftik+1,4,5 @ fi;k+1,4, are centered fluctuation parts of these random
variables with Gaussian probability densities.

Calculating mathematical expectations of random variables (20) one can get

AT

Tis1.4, = haik [2

p(eri)cos(ep i + €w kT /2 )sinc (e 1 T/2 ) +
AjemT
+ 2
Ajam
2

P (gr,jam/s;k) Cos (& p.jam/s;k +cw ,jam/s; kT/2 ) sinc (gcu jam/s; kT/2 )

T
,jam/s;k + &, ,jam/s; kT/2 ) sinc (Ew jam/s; kT/2 ) s

P (é'r,jam/s;k) Cos

—AT
3 p(erk)sin (e r + €w kT /2 ) sinc (e, 1, T/2 ) —

n AjemT

(
(&
Qrns = haia | 5
e

p (Erjam/sie) i (Ep jam/sik + Ew,jamy/siT/2 ) sine (Eu jam/sikT/2 ) |

AT

5 p(eri)cos(ep i +ew kT /2 )sinc (e, 1, T/2 )+

Lis1,4, = haik {
AjamT
+ 2
AjamT
2

P (r.jam/sik ) 008 (€ jam sk €0 5am sk F Ewjam sk T /2 ) SINC (6w jamy sk T/2) =

p(g'r,jam/s;k) COS(gap,jam/s;k'i_ 519,jam/s;k+ éw,jam./s;kiz-‘/2 ) sinc (éw,jam/s;kT/2>

_ —AT ) .
Qr+1,4, = hdik [2,0 (erk)sin (epk + € 1 T/2 ) sinc (ew, 1T /2) —
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AjamT

2 p(ET,jam/s;k) Sin(gap,jam/s;k'i_ Eﬁ,jam/s;k+ Ew,jam/s;kT/2 ) sinc (Ew,jam/s;kT/2) +
AjamT

+ P(Er jamysik) SI(Eg, jamyssk+ €9 jam /st T Ew,jam/skT/2 ) sinC (Eu jam/skT/2) |+ (21)
where

€ok = Pk — Pk, Erk = Tk — Tk, Ew,k = WDop,k — WDop,k>

Ep,jam/s;k = Pjam;k — Sakv Erjam/s;k = Tjam;k — Tk, €w,jam/s;k — WDop,jam;k — (DDop,ka
é'r,jam/s;k = 7ijaﬂ%;k — Tk, éap,jam/s;k = ijam;k - Qbkv gw,jam/s;k = @Dop,jam;k - J)Dop;lm

€9 jam/sk = ¥ (cos (¥) — cos (Vjam))-

Navigation signal
dircction

Jammer signal
didrection

A, 4

Fig. 2. Geometric scheme of signals reception in the plane

Variances of fluctuation parts of random variables (20) are identical and are defined by the

formula N.T
0
Dron=— (22)

The same formulas can be derived for correlators of phase discriminator (16) that enter into
the filtering algorithm for the jamming signal 8;am (tx,is Ajamsk,i)-

Let’s now consider statistical characteristics of the phase discriminator (12). For typical
navigation signal power (P; = —158dBW) and integration time in correlators 7' > 1 ms it can
be admitted the following approximation [13]

That is, the function th (In41,4, + Ik41,4,)| = hai forms an estimate of the digital

D, Ty
information symbol. Whereas this assumption let’s write down the phase discriminator algo-
rithm (12) in the form

Udis, ok = —Pdik (Qrs1,4, + Qrt1,4,) = — (Qk+1,A1 + Qk+1,A2> ) (23)
where Qk+1,A1 = Qk+1,4,/Paik, Qk+1,A2 = Qk+1,4,/hai . are Gaussian random variables
described by formulas (20) divided on hg; ; (that is by formulas that is in the square bracket)

and with equal variances (22).
Let’s write down the formula for mathematical expectation of (23)

ﬁdis,@,k = - (Qk+1,A1 + Qk+1,A2) =

A'am
= AT {p (erk)sin (e + cw i T/2 ) sinc (eu £ T/2 ) + JA P (erjam/sik) %

X sin (Ecp,jam/s;k + Eﬁ,jam/s;k/2 + Ew,jam/s;kT/Q ) X CO8 (519,]'11777,/5;16/2 ) sinc (5(,.),jarn/s;kT‘/2 ) -
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_ Ajam

P (Erjamysi) S (Eg jam /sik + €0 jam/sie/2 + Ew,jam/siwT/2 ) X
x €08 (29 jam sik/2 ) SINC (Ejam sk T/2 )} . (24)

Variances of fluctuation parts at the output of the discriminator (24) is defined by the formula
(adjusted for lack of correlation @Qfx+1,4, and Qfrk+1,4,)

NoT
Dfl;dis,ap = % (25)

The same way one can get formulas for the jamming signal phase discriminator which we will
write down in the final form
fLdis,cpjam,}’c - AjamT [P (gT,jam;k) sin (gtp,jam;k + Ew,jam;kT/Z ) sinc (ew,jam;kT/z ) +

+

A P (gT,‘s/jam,;k) sin (Eap,s/jam;k, + Z':w,s/j(m’z;k,-r/2 - 519,jam/s;k/2 ) X
jam

X COs (6197jam/s;k/2 ) sinc (Su.),s/jaﬂ%;kzj/2 ) - P (é‘r,jam/s;k:) X

jam
X sin (éap,jam/s;k + Eﬂ,jam/s;k/Q + éw,jam/s;kT/Q ) COs (519‘,]'11777./5";k/2 ) X

X sinc (éw7jam/5;kT/2):| s (26)

where Ep,jam;k = (Pjam;k_ﬁjam;kw Erjam;k = Tjam;k_%jam;kn Ew,jam;k = o-)Dop,jarn;k_(DDo;n,jam;lm
€p,s/jam;k = Pk — (ﬁjam;ka Ers/jam;k = Tk — 7.;jomfb;ka €w,s/jam;k = WDop,k — ‘Z)Dop,jam;k-

Variance of fluctuation parts at the output of the discriminator (26) is defined by the for-
mula (25). Let’s consider the delay discriminator (14). Changing calculation a derivative on
delay with finite differences let’s write down

8hm (tk,i — ’7~']€) hrc (tk,i — (7~—k + AT/Q )) —_ hrc (tk,i — (7~—k — AT/2 ))

~ 2
Oy, AT ’ (27)

where A7 is a delay difference.
Taking into account (27) further we will consider delay discriminator of the form

M
ﬁdiS,T,k = Z (y (tk,i) — Sjam (tk,ia Ajam;k,i))T'shaTm (tk,ia @ka O‘ijcmL,k) X
=1
y Ry (tkﬂ' — (7~—k +AT/2 )) — Rpe (tkﬂ' — (7~—k — AT/2 ))
AT

Ty (28)

This delay discriminator includes correlators in which a range code replicas Ay (ty; — Ti)-
are displaced by A7/2 “early” and “late”. If to perform calculation of such correlators statistical
characteristics using described above method one can get that in this case in formulas for math-
ematical expectations it is necessary to use p (e, — A7/2 ) instead of p (e,) for correlators with
hre (tk,s — (T, + AT/2)) and to use p (e + A7/2) for correlators with A, (ty; — (T — AT/2)).
Variances of fluctuation parts at the output of early and late correlators are also described by
the formula (22).

Let’s write down the final formula for mathematical expectation of the random variable (28)

e AT

Udis,r ke = Ay (p(ere —AT/2) —p(erp + AT/2))cos (ep.r + €w T /2 )sinc (e, xT/2 ) +
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A jam
4 29 (e s = A7) = p (o + B7/2)) x

X COs (ggo,jam/s;k + €w,jam/s;kT/2 + Eﬁ,jam/s;k/? ) X €Os (519,jam/s;k/2 ) sinc (Ew,janb/s;kT/Q ) -
A jam ~ ~
14 (,0 (E‘r,jam/s;k - A7-/2 ) —p (ET,jam/s;k + A7-/2 )) X
X €Oos (gga,jam/s;k + €~o.z,ja'rn/s;kT/2 + 819,]’(1'rn/s;k/2 ) X

X COS (Eﬁ’jam/s;k/Q ) sinc (gw,jam/s;kT/2 ) ] (29)

Variance of the random variable (28) is defined by the formula

NoT

=5 (30)

Dypdgis,r =
For mathematical expectation of a reading of a jamming signal delay discriminator one can
get the following formula

- AjamT
s ryam = e | (0 (Erpumt = BT/2) = p (ryp + AT/2)) X

X €08 (€g jam:k T Ew,jam:kL /2 ) sinc (€, 1T /2 )

A jam
+ {4 (p (E'r,s/jam;k - AT/2 ) —p (E‘r,s/jam;k + A7—/2 )) X

X COs (gga,s/jam;k - Eﬂ,jam/s;k/2 + 5w,s/jam;kT/2 ) COs (Eﬁ,jam/s;k/2 ) sinc (Ew,s/jam;kT/2 ) -
A jam ~ ~
14 (,0 (E‘r,jam/s;k - AT/2 ) —p (E'r,jam/s;k + A7-/2 )) X
X €Os (gga,jam/s;k + €~o.z,ja'rn/s;kT/2 + 819,]’(1'rn/s;k/2 ) X

X COS (5§7jam/s;k/2 ) sinc (éw,jam/s;kT/2 ) ] (31)

Variance of fluctuation parts at the output of a jamming signal delay discriminator is defined
by the formula (30).

Through substitution formulas (24), (26), (29), (31) into equations (11), (13), (15), (17) we get
complex filtering system equations that describe regular processes transformation in the system.

Synthesized optimal space-time filtering algorithm is simulated using following conditions:

a jamming signal amplitude is 5 time grater then a navigation signal amplitude;

initially delays and Doppler shifts of the jamming signal and the navigation signal are
agreed within measurement inaccuracy (aimed spoofing jamming );

in the coarse of simulation delay and Doppler shift laws of variation for the jamming signal
and the navigation signal are different;

PLL bandwidth is A fpy,=20Hz (for jamming and navigation signals tracking);

DLL bandwidth is A fpr,=2Hz (for jamming and navigation signals tracking);
signal type is GPS C/A code;

correlator integration time 7" = 1 ms.

Fig. 3 shows a realization of a navigation signal phase tracking error, Fig. 4 shows a realization
of a navigation signal delay tracking error, Fig. 5 shows a realization of a jamming signal phase
tracking error, Fig. 6 shows a realizations of a jamming signal delay tracking error.

Fig. 7 shows a realization delay difference between navigation and jamming signals delays
during simulation.
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Fig. 7. A realization delay difference between navigation and jamming signals

- 439 -



Alexander I. Perov, Sergey P.Ippolitov Synthesis of an Algorithm of Space-time Processing. ..

From Fig. 7 one can see that delay difference between navigation and jamming signals is
changed considerably. From Figs. 3-7 it is followed that in the synthesized optimal space-
time filtering algorithm there are implemented joint navigation signal tracking and jamming
signal. Let’s now consider space-time filtering systems in which there now used compensation
the jamming signal in the navigation signal tracking system and compensation the navigation
signal in the jamming signal tracking system (autonomous tracking systems). Appropriate plots
are given in Figs. 8-11.
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Fig. 8. A realization of a navigation signal Fig. 9. A realization of a navigation signal
phase tracking error in an autonomous track- dlay tracking error in an autonomous tracking
ing system system
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Fig. 10. A realization of a jammig signal Fig. 11. A realization of a jamming signal de-
phase tracking error in an autonomous track- lay tracking error in an autonomous tracking
ing system system

From Figs. 8-9 one can see that in this case navigation signal tracking is broken off. From
Figs. 10-11 one can see that in this case jamming signal tracking is successfully passed.

Thereby on application of an autonomous navigation tracking system it is occurred tracking
loss when an aimed spoofing jamming with more greater power relative to navigation signal power
is acted. In the synthesized optimal space-time filtering system we have reliable navigation signal
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and jamming signal tracking.

Conclusion

In this article the algorithm of space-time processing received satellite navigation signal and
spoofing jamming is synthesized using theory of information processes optimal filtering. In the
synthesized algorithm in the navigation signal tracing system there are performed compensation
of jamming signal action with a glance of its spatial and temporal characteristics. There is
derived equations that are described the complex filtering system for analysis of regular processes
transformation in the system. From held analysis it is followed that in the synthesized optimal
space-time filtering system we have reliable navigation signal and jamming signal tracking when
an aimed spoofing jamming has a little more power relative to navigation signal power.
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CunTe3s ONTUMAJBHOTO  AJrOpuTMa  IIPOCTPAHCTBEHHO-
BpPEMEHHOI1 00pabOTKM CIYTHUKOBOTO HABUTAITMOHHOTO
CUTHAJIa U CUTHAJIa UMUTAIMOHHOI moMeXu

Anekcanap U. Ilepos

Cepreii II. TnmoauTos
Harnmonanbuerit nccienoBarensckuii yauusepcurer "M
Kpacnokazapmennasi, 14, Mocksa, 111250

Poccus

B cmamve memodamu meopuu onmumasoHol GuALMPAUUY, CURMESUPOSAH ONMUMAABHBLL AA20PUMM
NPOCMPAHCMBEHHO-8PEMENHOT 06PAOOMKY CNYMHUK0B020 HABU2AUUOHHO020 CULHAAL U CULHAAL UMUMA-
YuonHolti nomexu. IlIpusedenv, ypasHenus onmumassbHot NPOCMPAHCTNEEHHO-EBDEMEHHOT PUALBMPAYUUY U
PEZYALMAMBL AHAAUZA CMAMUCTIUMECKUT TAPAKMEPUCTNUK MAK020 GAOPUMMG, UNAOCTPUDPYIOULUE €20
PaAbOMOCNocobHOCMY U NPEUMYULECTNEA.

Karouesvie crosa: cnymrukosas HG6ULAUUA, UMUMAYUOHHAA NOMEXTA, ONMUMAALHBY GA20PUMM, CAe-
olcenue, NPOCMPAHCMBEHHO-8PEMEHHAA 00PabOMKG.
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