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## Introduction

The analysis of the existence, number and stability of limit cycles of the non linear differential system:

$$
\left\{\begin{array}{l}
\dot{x}=\frac{d x}{d t}=P(x, y)  \tag{1}\\
\dot{y}=\frac{d y}{d t}=Q(x, y)
\end{array}\right.
$$

where $P$ and $Q$ are polynomials, has long been a topic of interests.
Many mathematical models in biology science and population dynamics, frequently involve the systems of ordinary differential equations having the form

$$
\left\{\begin{array}{l}
\dot{x}=\frac{d x}{d t}=x F(x, y)  \tag{2}\\
\dot{y}=\frac{d y}{d t}=y G(x, y)
\end{array}\right.
$$

where $x(t)$ and $y(t)$ represent the population density of two species at time $t$, and $F(x, y)$, $G(x, y)$ are the capita growth rate of each specie, usually, such systems are called Kolmogorov systems.

Kolmogorov models are widely used in ecology to describe the interaction between two populations, and a limit cycle corresponds to an equilibrium state of the system.

When $F(x, y)$ and $G(x, y)$ are polynomials of degrees $\geqslant 2$, limit cycles can occur and there is an extensive literature dealing with their existence, number and stability (see for instance May [13], Lloyd, Pearson,Saèz and Szántó [11, 12], Huang [8], Huang, Wang, Cheng [9], Huang, Zhu [10], Boqian and Demeng [4], Cheng [5], and references therein), but to our knowledge, the

[^0]exact analytic expressions of the limit cycles for a given kolmogorov system is still unknown except in simplest and specific cases.

This paper is a contribution in that direction, motivated by the recent publication of some research papers exhibiting planar polynomial systems with one or more algebraic limit cycles analytically given (see for instance Bendjeddou and Cheurfa [1, 2], Benyoucef, Bendjeddou [3], Chengbin, Boqian [4], Peng Yue-hui [15] and references therein), we will prove the existence of a limit cycle of a class of Kolmogorov system, and give its explicit form.

## 1. Some useful notions

Let us recall some useful notions.
For $U \in \mathbb{R}[x, y]$, the algebraic curve $U=0$ is called an invariant curve of the polynomial system (2), if for some polynomial $K \in \mathbb{R}[x, y]$ called the cofactor of the algebraic curve, we have

$$
\begin{equation*}
x F(x, y) \frac{\partial U}{\partial x}+y G(x, y) \frac{\partial U}{\partial y}=K U \tag{3}
\end{equation*}
$$

The curve $\Gamma=\left\{(x, y) \in \mathbb{R}^{2}: U(x, y)=0\right\}$ is non-singular of system (2) if the equilibrium points of the system that satisfy

$$
\left\{\begin{array}{l}
x F(x, y)=0  \tag{4}\\
y G(x, y)=0
\end{array}\right.
$$

are not contained on the curve $\Gamma$.
A limit cycle $\gamma=\{(x(t), y(t)), t \in[0, T]\}$, is a $T$-periodic solution of system (2), isolated with respect to all other possible periodic solutions of the system.

Let $\gamma(t)$ be periodic orbit of $\operatorname{system}(2)$ of period T , then $\gamma$ is an hyperbolic limit cycle if $\int_{0}^{T} \operatorname{div}(\gamma) d t$ is different from zero.

We construct here a multi-parameter Kolmogorov system admitting a limit cycle if some conditions on the parameters are satisfied.

## 2. The main result

As a main result, we have the following theorem,
Theorem 1. The polynomial differential system

$$
\left\{\begin{array}{l}
\dot{x}=x\left(\left(a x^{n+1}+b x^{n}+x\left(c y^{m}+d y^{m-1}+h\right)\right)-(x+y)\left(m c y^{m}+d(m-1) y^{m-1}\right)\right),  \tag{5}\\
\dot{y}=y\left(\left(y\left(a x^{n}+b x^{n-1}+h\right)+c y^{m+1}+d y^{m}\right)+(x+y)\left(n a x^{n}+b(n-1) x^{n-1}\right)\right)
\end{array}\right.
$$

where $a, c$ are positive real, $b, d$ are negative real, and $h$ satisfied

$$
\begin{align*}
& \max \left\{(-1)^{n}\left(\frac{n-1}{a}\right)^{n-1}\left(\frac{b}{n}\right)^{n},(-1)^{m}\left(\frac{m-1}{c}\right)^{m-1}\left(\frac{d}{m}\right)^{m}\right\}<h<  \tag{6}\\
& <(-1)^{n}\left(\frac{n-1}{a}\right)^{n-1}\left(\frac{b}{n}\right)^{n}+(-1)^{m}\left(\frac{m-1}{c}\right)^{m-1}\left(\frac{d}{m}\right)^{m}, \quad n \geqslant 2, m \geqslant 2
\end{align*}
$$

admits an hyperbolic limit cycle in realistic quadrant. The limit cycle is represented by the closed trajectory of the curve $\Gamma$.

$$
\begin{equation*}
\Gamma=\left\{(x, y) \in \mathbb{R}^{2}: a x^{n}+b x^{n-1}+c y^{m}+d y^{m-1}+h=0, \quad(n \geqslant 2, m \geqslant 2)\right\} \tag{7}
\end{equation*}
$$

Proof. We will prove that $\Gamma$ is composed of closed trajectory, it is nonsingular and an invariant curve of system (5), and $\int_{0}^{T} \operatorname{div}(\Gamma) d t \neq 0$ (see for instance Perko [14]).
i) The curve $\Gamma$ is composed of closed trajectory.

We consider $U(x, y)$ as a function

$$
f_{x}(y)=c y^{m}+d y^{m-1}+a x^{n}+b x^{n-1}+h
$$

where $x$ is a real parameter, $a, c$ positive real, $b, d$ negative real, $\frac{d f_{x}}{d y}=y^{m-2}(d m-d+c m y)$, $\frac{d f_{x}}{d y}=0 \Rightarrow y=0$ or $y=\frac{-d(m-1)}{c m}, f_{x}(0)=a x^{n}+b x^{n-1}+h$, and

$$
f_{x}\left(\frac{-d(m-1)}{c m}\right)=(-1)^{m-1}\left(\frac{m-1}{c}\right)^{m-1}\left(\frac{d}{m}\right)^{m}+a x^{n}+b x^{n-1}+h .
$$

Let $p(x)=f_{x}(0)$, and $q(x)=f_{x}\left(\frac{-d(m-1)}{c m}\right)$. We distinguish the following cases.

1. Numbers $m$ and $n$ are even.

Function $y \rightarrow f_{x}(y)$ is decreasing for $\left.y \in\right]-\infty, \frac{-d(m-1)}{c m}[$ and increasing for $y \in$ $] \frac{-d(m-1)}{c m},+\infty[$.

If $p(x)$ is positive and $q(x)$ is negative, by applying the theorem of intermediate values we conclude that the equation $f_{x}(y)=0$ admits two solutions,

$$
\left.\left.y_{1}(x) \in\right] 0, \frac{-d(m-1)}{c m}\right] \text { and } y_{2}(x) \in\left[\frac{-d(m-1)}{c m},+\infty[.\right.
$$

Function $\frac{d p}{d x}=x^{n-2}(b(n-1)+a n x), x \rightarrow p(x)$ is decreasing for $\left.x \in\right]-\infty, \frac{-b(n-1)}{a n}[$ and increasing for $x \in] \frac{-b(n-1)}{a n},+\infty\left[\right.$, for $p(x)$ to be positive it is sufficient that $p\left(\frac{-b(n-1)}{a n}\right)>0$,

$$
\begin{aligned}
& p\left(\frac{-b(n-1)}{a n}\right)=(-1)^{n-1}\left(\frac{n-1}{a}\right)^{n-1}\left(\frac{b}{n}\right)^{n}+h, \\
& p\left(\frac{-b(n-1)}{a n}\right)>0 \Rightarrow h>(-1)^{n}\left(\frac{n-1}{a}\right)^{n-1}\left(\frac{b}{n}\right)^{n} .
\end{aligned}
$$

Function $\frac{d q}{d x}=x^{n-2}(b(n-1)+a n x), x \rightarrow q(x)$ is decreasing for $\left.x \in\right]-\infty, \frac{-b(n-1)}{a n}[$ and increasing for $x \in] \frac{-b(n-1)}{a n},+\infty[$.

If $q(0)>0$ and $q\left(\frac{-b(n-1)}{a n}\right)<0$, then there exist $\left.x_{1} \in\right] 0, \frac{-b(n-1)}{a n}\left[\right.$ and $x_{2} \in$ $] \frac{-b(n-1)}{a n},+\infty\left[\right.$ that satisfied $q\left(x_{1}\right)=q\left(x_{2}\right)=0$, and $\left.\forall x \in\right] x_{1}, x_{2}[\quad q(x)<0$,

$$
\begin{aligned}
& q(0)>0 \Leftrightarrow(-1)^{m-1}\left(\frac{m-1}{c}\right)^{m-1}\left(\frac{d}{m}\right)^{m}+h>0 \Leftrightarrow h>(-1)^{m}\left(\frac{m-1}{c}\right)^{m-1}\left(\frac{d}{m}\right)^{m} \\
& q\left(\frac{-b(n-1)}{a n}\right)<0 \Leftrightarrow h<(-1)^{m}\left(\frac{m-1}{c}\right)^{m-1}\left(\frac{d}{m}\right)^{m}+(-1)^{n}\left(\frac{n-1}{a}\right)^{n-1}\left(\frac{b}{n}\right)^{n}
\end{aligned}
$$

We conclude that if $h$ satisfies the relationship (6) then for $x \in\left[x_{1}, x_{2}\right]$, there exist $y_{1}(x) \in$ $\left.] 0, \frac{-d(m-1)}{c m}\right]$ and $y_{2}(x) \in\left[\frac{-d(m-1)}{c m},+\infty\left[\right.\right.$ that satisfied $y_{1}\left(x_{1}\right)=y_{2}\left(x_{1}\right)=\frac{-d(m-1)}{c m}$, $y_{1}\left(x_{2}\right)=y_{2}\left(x_{2}\right)=\frac{-d(m-1)}{c m}$ and $\left.\forall x \in\right] x_{1}, x_{2}\left[\quad y_{1}(x) \neq y_{2}(x)\right.$.

Then $\Gamma$ is composed by closed trajectory in first quadrant, more precisely in domain

$$
D=\left\{(x, y) \in \mathbb{R}^{2}, x_{1} \leqslant x \leqslant x_{2}, \quad y_{1}\left(\frac{-b(n-1)}{a n}\right) \leqslant y \leqslant y_{2}\left(\frac{-b(n-1)}{a n}\right)\right\} .
$$

2. Number $m$ is even and $n$ is odd number.

Function $x \rightarrow p(x)$ is increasing for $x \in]-\infty, 0[\cup] \frac{-b(n-1)}{a n},+\infty[$ and decreasing for $x \in] 0, \frac{-b(n-1)}{a n}\left[\right.$, for $p(x)$ to be positive it is sufficient that $p\left(\frac{-b(n-1)}{a n}\right)>0$, and this is verified if $h>(-1)^{n}\left(\frac{n-1}{a}\right)^{n-1}\left(\frac{b}{n}\right)^{n}$.

Function $x \rightarrow q(x)$ is increasing for $x \in]-\infty, 0[\cup] \frac{-b(n-1)}{a n},+\infty[$ and decreasing for $x \in] 0, \frac{-b(n-1)}{a n}\left[\right.$, when $q(0)>0$ and $q\left(\frac{-b(n-1)}{a n}\right)<0$, there exist $\left.x_{1} \in\right] 0, \frac{-b(n-1)}{a n}[$ and $\left.x_{2} \in\right] \frac{-b(n-1)}{a n},+\infty\left[\right.$ such that $q\left(x_{1}\right)=q\left(x_{2}\right)=0$, and $\left.\forall x \in\right] x_{1}, x_{2}[q(x)<0$.

$$
\begin{aligned}
& \text { We have } \\
& \qquad q(0)>0 \Leftrightarrow h>(-1)^{m}\left(\frac{m-1}{c}\right)^{m-1}\left(\frac{d}{m}\right)^{m} \\
& q\left(\frac{-b(n-1)}{a n}\right)<0 \Leftrightarrow h<(-1)^{m}\left(\frac{m-1}{c}\right)^{m-1}\left(\frac{d}{m}\right)^{m}+(-1)^{n}\left(\frac{n-1}{a}\right)^{n-1}\left(\frac{b}{n}\right)^{n} .
\end{aligned}
$$

As before we conclude that $\Gamma$ is composed by closed trajectory in first quadrant.
3. Number $m$ is odd and $n$ is even number.

Function $y \rightarrow f_{x}(y)$ is increasing for $\left.y \in\right]-\infty, 0[\cup] \frac{-d(m-1)}{c m},+\infty[$ and decreasing for $y \in] 0, \frac{-d(m-1)}{c m}[$.

If $p(x)$ is positive and $q(x)$ is negative, by applying the theorem of intermediate values the equation $f_{x}(y)=0$ admits two solutions,

$$
\left.y_{1}(x) \in\right] 0, \frac{-d(m-1)}{c m}\left[\text { and } y_{2}(x) \in\right] \frac{-d(m-1)}{c m},+\infty[
$$

As before we conclude that if $h$ satisfied the relationship (6), the curve $\Gamma$ represents a closed trajectory in the first quadrant.
4. Numbers $m$ and $n$ are odd.

Simply combine between the case 3 , when $m$ is odd number and the case 2 , when $n$ is odd number, we conclude also, if $h$ satisfied the relationship( 6 ), the curve $\Gamma$ represents a closed trajectory in the first quadrant.
ii) The curve $\Gamma$ is nonsingular of system (5).

We recall that the curve $\Gamma$ is nonsingular of system(5) if the following system has no real solution

$$
\left\{\begin{array}{c}
a x^{n}+b x^{n-1}+c y^{m}+y^{m-1}+h=0  \tag{8}\\
x^{n-1}(x+y)(a n x+b(n-1))=0 \\
y^{m-1}(x+y)(c m y+d(m-1))=0
\end{array}\right.
$$

Note that the closed trajectory of the curve $\Gamma$ is in realistic quadrant then it does not intersect the axes, and does not intersect the line $y=-x$, the pair $\left(\frac{-b(n-1)}{a n}, \frac{-d(m-1)}{c m}\right)$ cancels the second and the third equations but not the first, because $h \neq(-1)^{n}\left(\frac{n-1}{a}\right)^{n-1}\left(\frac{b}{n}\right)^{n}+$ $(-1)^{m}\left(\frac{m-1}{c}\right)^{m-1}\left(\frac{d}{m}\right)^{m}$, then the curve $\Gamma$ is nonsingular.
iii) $\Gamma$ is an invariant curve of system (5).

$$
\begin{equation*}
\frac{\partial U}{\partial x} \dot{x}+\frac{\partial U}{\partial y} \dot{y}=\left(x^{n}(n a x+b(n-1))+y^{m}(m c y+d(m-1))\right) U \tag{9}
\end{equation*}
$$

the cofactor is $K(x, y)=x^{n}(n a x+b(n-1))+y^{m}(m c y+d(m-1))$.
iv) $\int_{0}^{T} \operatorname{div}(\Gamma) d t \neq 0$. Note that

$$
\begin{equation*}
\int_{0}^{T} \operatorname{div}(\Gamma) d t=\int_{0}^{T} K(x(t), y(t)) d t \tag{10}
\end{equation*}
$$

see for instance Giacomini \& Grau [12].

$$
\begin{aligned}
& \int_{0}^{T} K(x(t), y(t)) d t=\int_{0}^{T} x^{n}(n a x+b(n-1)) d t+\int_{0}^{T} y^{m}(m c y+d(m-1)) d t= \\
& ={ }_{\Gamma} \frac{x^{n}(n a x+b(n-1))}{x y(x+y)\left(n a x^{n-1}+b(n-1) x^{n-2}\right)} d y-\frac{y^{m}(m c y+d(m-1))}{x y(x+y)\left(m c y^{m-1}+d(m-1) y^{m-2}\right)} d x= \\
& ={ }_{\Gamma} \frac{x}{y(x+y)} d y-\frac{y}{x(x+y)} d x
\end{aligned}
$$

by applying the Green formula,

$$
\begin{equation*}
\Gamma \frac{x}{y(x+y)} d y-\frac{y}{x(x+y)} d x=2 \iint_{(Г)} \frac{1}{(x+y)^{2}} d x d y \tag{11}
\end{equation*}
$$

where $\operatorname{int}(\Gamma)$ denotes the interior of $\Gamma$.
As the factor $\frac{1}{(x+y)^{2}}$ is positive then $\int_{0}^{T} K(x(t), y(t)) d t$ is nonzero.

## 3. Examples

Example 1. The system

$$
\left\{\begin{array}{l}
\dot{x}=x\left(x^{4}-2 x^{3}-2 x y^{2}+2 x-4 y^{3}+3 y^{2}\right)  \tag{12}\\
\dot{y}=y\left(3 x^{4}+4 x^{3} y-4 x^{3}-6 x^{2} y+2 y^{3}-3 y^{2}+2 y\right),
\end{array}\right.
$$

admits one limit cycle represented by the curve $x^{3}-2 x^{2}+2 y^{2}-3 y+2=0$, and it has six singular points, the limit cycle around a stable focus (Fig. 1).
Example 2. Let $a=3, b=-5, c=1, d=-3, h=5$,
Note that, $h$ satisfied $\max \left\{\frac{27 b^{4}}{256 a^{3}}, \frac{-4 d^{3}}{27 c^{2}}\right\}<h<\frac{27 b^{4}}{256 a^{3}}-\frac{4 d^{3}}{27 c^{2}}$.
The system

$$
\left\{\begin{array}{l}
\dot{x}=x\left(3 x^{5}-5 x^{4}-2 x y^{3}+3 x y^{2}+5 x-3 y^{4}+6 y^{3}\right)  \tag{13}\\
\dot{y}=y\left(12 x^{5}+15 x^{4} y-15 x^{4}-20 x^{3} y+y^{4}-3 y^{3}+5 y\right)
\end{array}\right.
$$

admits one limit cycle represented by the curve $3 x^{4}-5 x^{3}+y^{3}-3 y^{2}+5=0$, and it has six singular points, the limit cycle encloses a stable focus (Fig. 2).


Fig. 1. Limit cycle of system (13) with singular points


Fig. 2. Limit cycle of system (13) with singular points.

## Conclusion

We proposed in this paper a polynomial Kolmogorov system, where just choose the parameters satisfying the conditions of the theorem (1), we conclude directly that the system has a limit cycle in the realistic quadrant, and we give it explicitly.
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