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A nonlinear system of first order ordinary differential equations is considered. The system is unresolved
with respect to the derivative of the unknown function and it is identically degenerate in the domain. An
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1. Introduction and preliminaries

Let us consider the system of nonlinear ordinary differential equations (ODEs)

F(t,z(t),2'(t)) =0, t €= (ap—¢,a0+¢), (1.1)
y(t) = o(t, x), (1.2)
F(t !
where det w =0, F(t,z,z’) is a sufficiently smooth function with values in R" and
x

domain D =1 x ¥ x R", X is a neighborhood of the point x =0; ¢: I x ¥ — R™ (m < n) is

a continuous function such that ¢(¢,0) =0 V¢ € I; z(?) is the n-dimensional function of state;
d . d\" ,

ap € R; € = const > 0; ¢'(t) = %(b(t), pD(t) = (dt) o(t) Yo(t) € C*(1).

Such systems are called differential-algebraic equations (DAEs). The measure of unresolv-
ability for the DAEs with respect to the derivative is an integer value r: 0 < r < n, which is
called index [1, pp.16-17].

Analysis is carried out under assumptions that function F' has the property

F(t,0,0) =0 Vtel. (1.3)

Algebraic conditions of the full observability and R-observability based on the reduction to
the Kronecker canonical form were obtained for the linear DAEs with constant coefficients and
regular matrix pencil [2, pp.29—44]|. The local observability of the ODEs systems resolved with
respect to the derivative was investigated in [3, pp. 355-370]. The local observability based on
normalization of the DAEs by so-called extended system is investigated in [4].

In this paper, to the best of our knowledge, the local R-observability of the nonlinear DAEs
(1.1) is first investigated with the use of the first approximation system. The local R-observability
of system (1.1) means that there is the only one way to restore a consistent initial state of the
system via the specified output function.

The analysis is carried out under assumptions that ensure the existence of a global structural
form that separates "algebraic" and "differential" subsystems. They have the same solutions as
the original system [5,6].
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2. Definitions
Definition 1 ( [6], p.58). The system of finite equations

F(t,z,y)

]:r(tvx7yaz1a"'azr) = Fl(t’x7y’21) 207 (21)

where x,y,z; € R™, and functions F;(t,x,y,21,...,2;) (j = 1,7) have the property: for any
n-dimensional vector-function ¢(t) € CTH(I) such that (t,¢(t),¢'(t)) € D Vte I,

Fi0(0.6(0). 0" (). 0970 0) = ) F(t.000),6/0).

is called r-derivative array equations of system (1.1).

The following objects are associated with function F'(¢,x,y):
Fr,z:( 8]:7“/821 8]:?”/82’? )a FT‘,y:(a-FT/ay FT,Z)’ FT:C:(a-FT/ax Fr,y)-

These are matrices with dimensions n(r + 1) x nr, n(r+1) xn(r+ 1) u n(r+1) x n(r +2),
respectively

In accordance with assumption (1.3) the point ¢t = ag, x =y = z; = 0, (j = 1,7) satisfies the
r-derivative array equations (2.1). We denote this point as o, = (ag,0,...,0). If rank T, , (o) =
n(r+1) then system (2.1) satisfies all the assumptions of the implicit function theorem [7, c. 66].
According to this theorem, n(r 4+ 1) components of the vector colon (x,y, 21, .. .,zT)T can be
expressed from (2.1). Let us denote them by £. Other n components of this vector is denoted
by 1. Components £ depend on ¢ and 7:

§= f(ﬁan)’ (tﬂ?) eEWw, (2'2)

where W = Iy x W; Iy = (ap — €0,a0 +€0) C I, 0 < o < & W C R" is a neighborhood of the
point n = 0;
colon (¢,n) = Pcolon (z,y,21,...,2.),

£ e RM™Y 5 € R™, P is the row permutation matrix [8, pp. 127-128].

Since matrix I, , has dimensions n(r+1) x n(r+2) then in general case the non-special minor
of n(r + 1) order of matrix I'; ;(c) is not unique. The implicit function determined in (2.2)
depends on this minor. We find the minor in the following way. We choose ¢ = rankI'; , () (0 <
n(r + 1)) linearly independent columns of matrix I'; ,(a;). We should include the maximum
possible number of the first n columns of this matrix. We add this columns to n(r + 1) — o
linearly independent columns of the matrix d F,. /0x at the point «, which represent the first
n columns of the matrix I'; ;(cw). These n(r 4+ 1) linearly independent columns represent the
required minor. As this takes place, o > nr.

Definition 2 ( [6], p.59). The obtained above non-special minor of n(r + 1) order of the matrix
Iy o () is called resolving minor.

We assume that functions (2.2) correspond to the resolving minor. The matrix which obtained
by substitution of functions (2.2) into the matrix I'; (¢, x,y, #1,. .., 2,) is denoted by T, (¢, 7).

-
Tcolon (c1,¢2,...,¢n) = ( clT c; o CI ) ; symbol T means transpose.
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3. Equivalent structural form

3.1. Nonlinear DAEs

Let F(t,z,y) € C"T1(D). In addition the following conditions are satisfied:

A) Fr(oy) =0, rank T, (o) = n(r + 1);

B) rank I, . (t,n) = p = const everywhere in the domain W;

C) resolving minor of the matrix I, ,(«,) includes p columns of the matrix T, .(c,.) and the

first n columns of the matrix I', , ().

Definition 3 ( [6], p. 60). The smallest integer r, for which conditions A), B), C) are satisfied,
is called the index of DAEs (1.1).

Definition 4. N-dimensional vector-function z.(t) € C*(I) is called the solution of the system
(1.1) if it turns this system identically on I.

It was shown [6, p.61] that under certain assumptions DAE (1.1) has the same solutions as
the system

z2(t) = fo(t,21(1)), t€ lo, (3.2)

where functions f;, fo are defined in WW. They have continuous derivatives in VW with respect to
their arguments and z; € R"™%, =3 € R%

colon(z (t), z2(t)) = Qx(t), (3.3)

where @ is the row permutation matrix. There is also a method of constructing system (3.1),
(3.2) [6, p. 61]. The system was obtained from components of implicit function (2.2) that satisfy
r-derivative array equations (2.1).

Then in view of (3.3), output function (1.2) can be rewritten as

y(t)=¢ (¢, Q 'colon(z1(t), z5(1))) =¢ (¢, Q' colon (x4 (1), fo(t, z1(1))) = <¢1 (t iiggg ) , (3.4)

where the function
yi(t) = d1(t, 21(1)) (3.5)
is an output function corresponding to system (3.1).
Let us fix the point to € Iy, define the following initial conditions for DAEs (3.1), (3.2)
z1(to) = 10, 22(to) = 220 (3.6)
and assume that the equality
T30 = fo(to,Z1,0) (3.7)

is satisfied.
If problem (3.1), (3.2), (3.6) has on some interval I = (to —7,to+7) C I (7 > 0) a solution

z,(t) = Q' colon(z, 1 (t), 2. 2(¢)) then inclusion (x*(t), @, (t)) €Y Vte I, should be satisfied,

where ) C R?" is a neighborhood of the point 2 = 0, y = 0. Then norms of vectors T1,0, T2,0 in
(3.6) should be sufficiently close to zero.
The following theorem is a sufficient condition for the local solvability of Cauchy problem

(z0 € R™) for DAE (1.1) [6].
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Theorem 1. Let us assume that
1) F(t,z,y) € C"*(D);
2) Fri1(ars1) = 0 and assumptions A), B), C) are satisfied;
3) rank 'y 1 y(ory1) = rank Iy (o) + 1.

Then Yty € Iy there is § > 0 and 7 = 7(tg) > 0 such that for any vector zp € R™ with
llzo0ll < 8, a solution x.(t) € C*(I;) to problem (3.1), (3.2), (3.8) is defined on the interval I,
where zg = Q™1 colon (1,0, 22,0) ¥. Wherein x.(t) is a solution of problem (1.1), (3.8) on I..

In what follows, without loss of generality, we assume that ty = ag and I, = Iy, i.e. 7 = &g.

Definition 5 ( [6], p.61). DAEs (3.1), (3.2) are called the equivalent form for system (1.1) in
the neighborhood A of the point ..

Definition 6 ( [5], p.78). The initial condition (3.8) which satisfies (3.7) is called consistent

with system (1.1), where colon(xy,%2,0) = Q0.

3.2. Linear DAEs
oF oF

Property (1.3) allows us to determine the matrices A(t) = a—y(t,0,0), B(t) = %(t,0,0).
Then the DAE
At)z'(t)+ B(t)x(t) =0, t €I, (3.9)
is the first approximation for (1.1). Function
y(t) = C@)=(1), (3.10)
. . N o¢
is the linear approximation for (1.2), where C(t) = 8—(15, 0).
x
Matrices
CHA(t) 0 o
C3A'(t) + C3B(t C3A(t @
oo | oo 2A() . |
CIAT=D(t) + C?BU=2)(t) C?AU=2() +C3BU=3)(t) ... CrA(t)
CIA(t) @) B(t)
CYA'(t) 4+ CIB(t) B'(t)

D’l“ t) = s Drz t) = DT t
o0 5 b | Dt 3 o0
CIAU(t) + CFBU (1) BM(t)
are analogs for the matrices I';. ., I'., and I',., applied to DAE (3.9). They have dimensions

, i
n(r+1) x nr, n(r+1) x n(r +1) and n(r + 1) x n(r + 2), respectively; C{ = '(27)' are
g1 — 7)!

binomial coeflicients.

Suppose that the elements of the matrices A(¢) and B(t) are enough times continuously
differentiable on I functions. In addition, let us assume that for some r : 0 < r < n the condition
rank D, . (t) = p = const Vt € I holds and there is non-special minor of the n(r + 1) order in the
matrix D, ,(¢) V¢t € I. It includes p columns of the matrix D, ,(¢) and the first n columns of the
matrix D, ,(¢). Let us introduce d = nr — p.

tHere and below we use the notation: || % || is one of the norms in Euclidean space.
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Definition 7 ( [5], p. 76). Non-special minor of the n(r + 1) order Vt € I of the matriz D, ,(t),
which includes p columns of the matriz D, ,(t) and the first n columns of the matriz D, ,(t) is
called the resolving minor.

Let us assume that we know exactly which columns of the matrix D, ;(¢) are included into
resolving minor. We delete n — d columns of the matrix B(t) = colon (B(t), B'(t),..., B (1)),
which are not included in the resolving minor. After the appropriate column permutation of
D, .(t) we obtain the matrix

A (t) = D, (t)diag <Q1 < g ),Ql,...,Q1>.
d

Let us note that diag(A1, Aa, ..., As) means quasi-diagonal matrix with the blocks on the main
diagonal, other elements are equal to zero, E, is the identity matrix of order d, @ is (n X n)-
permutation matrix.

Definition 8 ( [6], p.62). The system of linear algebraic equations
DT;I(t> COIOH('T7 Yy 21y 7Zr> = 0,
is called r-derivative array equations of system (3.9), where x,y,z; € R™.

It was shown [6, p.63] that under some assumptions there exists unique linear differential
operator

d d\"
R=Ro(t)+Ri(t)— +...+R-(t) | — 3.11
o(0)+ R0 5+ Re0) () (3.11)
with continuous on I coefficients that converts system (3.9) into the form
i () + Ji(t)z1(t) = 0, (3.12)
@(t) + Jg(t)xl(t) =0, (313)

where colon(z1(t), z2(t)) = Qz(t) and x; € R"¢, x5 € R%.
Then function (3.10) takes the form

y(t) = C1(t)z1(t) + Ca(t)22(1),
) = C(t)Q~1. Thus, the output function

y1(t) = Cy(t)x1(¢) (3.14)

corresponds to system (3.12).
Wherein (n x n)-matrices R;(t) are uniquely determined by the resolving minor as

(Ro(t) Ry(t) ... Rp(t)=(E, O ... O)A](t) (A-()A] (1)) (3.15)
The coefficients of system (3.12), (3.13) are determined from the relation
(70 &) -momno .. moBoe (3.10

Theorem 2 ( [6]). Let us assume that
1) A(t), B(t) € C**1(I);
2) rank D, ,(t) = p = const Vt € I;
3) there is the resolving minor in the matriz D, 5 (t);
4) rank D, yq () = rank D, ,(t) + n Vt € I.
Then every solution of (3.9) is the solution of (3.12), (5.13) and vice versa.
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Definition 9 ( [6], p.64). System (5.12), (3.13) is called the equivalent form for DAE (3.9).

Corollary 1 ( [6]). Let us suppose that all assumptions of the Theorem 2 are satisfied. Then
problem (3.8), (3.9) is solvable if and only if

2,0 + Ja(to)z1,0 = 0, (3.17)

where colon(xy 0, x2,0) = Qzo. Moreover, if a solution to problem (3.8), (3.9) exists then it is
unique.

Definition 10 ( [5], p. 78). Initial condition (3.8) which satisfies (3.17) is called consistent with
system (3.9).

Let us return to DAE (1.1) and suppose that all assumptions of the Theorem 1 are fulfilled.
Property (1.3) ensures that f1(¢,0,0) =0, fo(¢,0,0) =0 Vt € Iy in system (3.1), (3.2).
Let us construct the system of the first approximation for DAEs (3.1), (3.2)

2 (t) + L)z (t) = 0, (3.18)
xa(t) + jQ(t)l'l(t) =0, tely, (3.19)
where Jy (t) = f%(t,o,o), Jo(t) = —g—ﬁ(t,o,o).

The following theorem states that operations of linearization and transition to equivalent
form are commuted [6].

Theorem 3. Let us assume that
1) F(t,z,y) € C*"**(D);
2) assumptions 2), 3) of Theorem 1 are satisfied.

Then systems (3.12), (3.18) and (3.18), (3.19) coincide on some sufficiently small interval
I = (ag — €0,a0 +¢€0) €1, 0<eg<e.

4. Local R-observability

Let us consider system (3.1) which is a system of ODE in the normal form.

Definition 11 ( [3], p.366). System (3.1) is called locally observable in terms of output (3.5)
on the interval T = [to,t1] C Iy if there exists a number 01 > 0 that for any two distinct points
T1,0,%1,0 € R ¢ from the §1-neighborhood of the point x1 = 0 the relation

¢1(t, 21(t t0, 21,0)) Z G1(t, 21(t, 20, T10)), t €T,

is fulfilled, where x1(t,t0,21,0) is a solution of system (3.1) with the initial condition x1(ty) =
Z1,0-

Let us use the definition of the R-observability [2, p. 41] for a linear system of DAEs and
reformulate it in terms of the present paper.

Definition 12. System (5.9), (3.10) is called R-observable on the interval T if it is possible
to uniquely restore the initial state of the system in terms of function y(t) and this state is
consistent.

With this in mind, we can define the local R-observability for a nonlinear system of DAEs.
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Definition 13. System (1.1), (1.2) is called locally R-observable on the interval T if there exists
a number & > 0 such that for any two consistent initial states zg,Z9 € R™ from §-neighborhood
of the point x = 0 the relation

¢(t7 SC(t, to, ZU)) ?_é ¢(t7 l’(t, to, 20))7 te Tv
is fulfilled, where x(t,to, z0) is a solution of system (1.1) with the initial condition x(tg) = 2¢.

Let us formulate the condition of the R-observability for DAEs (3.9), (3.10) obtained in [5].
To do this, we define the observability matrix for system (3.12), (3.14)

colon(Sp(t) Si(t) ... Sp—a—1(t)),
where So(t) = Cl(t), Sl(t) = —Sifl(t)c]l(t) + S{_l(t), i=1,...,n—d-—1.

Lemma 1. Let us suppose that all assumptions of the Theorem 2 are satisfied. System (3.9),
(3.10) is R-observable on the interval T if there exists such point o € T' that relation

rank(colon(Sy(c) Si(o) ... Sp—a-1(0)))=n—d (4.1)
is fulfilled.
Consider the well-known result for ODEs [3, p. 366].

Theorem 4. If the system of a linear approximation (3.12) is completely observable via the
output (3.14) on the interval T, then the nonlinear system (3.1) is locally observable via the
output (3.5) in this interval.

The following theorem is a sufficient condition for the local R-observability of the nonlinear
system of DAEs (1.1), (1.2).

Theorem 5. Let us assume that
1) F(t,a,y) € C***(D);
2) assumptions 2), 3) of Theorem 1 are satisfied.

If system of the linear approximation (3.9), (3.10) is R-observable on the interval T then
nonlinear system (1.1), (1.2) is locally R-observable on this interval.

Proof. Let us assume that system of the linear approximation (3.9), (3.10) is R-observable
on the interval T. By Definition 12 this means that for any two different output functions y(t)
and g(t) consistent initial states zg, Z9 € R™ which correspond to the solutions x(¢,to, 29) and
x(t, o, Z0) are not coincident on T'. Taking into account (3.14), we have

y1(t) = Cr(t)z1(t, to, v1,0) # G1(t) = C1(t)z1(t, t0, T10), t €T,

where z1(t,t0,21,0) = (En—a O)Qx(t, to, 20), z1(t,to,T10) = (En—a O)Qxz(t,to, 2) are so-
lutions of system (3.12) with initial conditions z1(tg) = #1,0 and z1(tg) = Z1,0, respectively
(71,0, 1,0 € R"~%). This means the full observability of system (3.12), (3.14) [3, p. 366]. Thus,
the R-observability of system (3.9), (3.10) is equivalent to the full observability of DAEs (3.12),
(3.14).

Let us consider system (1.1). Assumptions 1)-3) of Theorem 5 provide equivalence in the
sense of solutions between systems (1.1) and (3.1), (3.2). According to the Theorem 4, the full
observability of system (3.12), (3.14) implies the local observability of nonlinear system (3.1),
(3.5) on the same interval (T'). This means that there exists a number §; > 0 that for any two
different 1,9, T1,0 € R" ¢ from §;-neighborhood of the point z; = 0 the relation

1t w1t to, x10)) # d1(t, w1t to, T10)), tE€T (4.2)
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is satisfied.
Then, taking into account expressions (3.4), (3.5), we obtain

¢(t7 .’IJ(t, t07 Zo>) = colon (¢1 (ta I‘]_(t, tO; m1,0))7 ¢2(t7 J}]_(t7 t07 xl,O)) ) (43)

where z1 o is determined from zg = Q! colon(z1,0, 220),

¢(t7 .T(t, th 20)) = colon (¢1 (ta (El(t, tO; ‘%1,0))7 ¢2(t7 .’171(t7 t07 '%1,0)) ) (44)

where 71 o is determined from Zy = Q! colon(Z1,9, #2,0),
Taking into account expressions (4.3) and (4.4), we find from (4.2) that relation

¢(t’$(t7t05 ZO)) 5—'& Qﬁ(t,l’(t,to, 20))7 teT (45)

is independent of the values ¢ (t, 1 (¢, to, 21,0)) and ¢o(t, 1(t, to, T1,0))-

It is obvious that x5, Z2,0 can be chosen so that zy and Z, are consistent and they belong
to d1-neighborhood of the point = 0. Thus, it is shown that there exists a number § = §; > 0
that for any consistent initial conditions zg, Zy from §-neighborhood of the point = 0 relation
(4.5) is satisfied. This means the local R-observability of system (1.1), (1.2). O

Corollary 2. Let us suppose that all assumptions of Theorem 2 are satisfied. If system (3.9),
(8.10) is R-observable on the interval T then it is locally R-observable on this interval.

The validity of the corollary follows directly from the proof of Theorem 5.

5. Example
Consider the nonlinear system that describe the Belousov-Zhabotinsky chemical reaction:
100 xi(t) —0.8x1(t) + 10x2(t) — 0.6x1 (¢)x3(t)
010 xa(t) | — —10x2(t) + 1.6x3(¢) =0, (5.1)
0007\ x5 0.8x1 () + 1.6x3(t) = 0.6x1(t)xa(1)

where t € Ry = [O>+OO)7 (E(t) = COIOD(Xl(t)7X2(t)aX3(t)) (XZ (Z = 17273) "Ry — R) is the
unknown function of state. The initial condition is x(ag) = 0, ag € (0, +00).
Let us define the output function for (5.1) as

t)
et 0 2 xa 0
y(t) = < t 0 2cost > xa(f) |+ ex2() 1 )~ (5.2)
x3(t)
Let us show that system (5.1), (5.2) is locally R-observable in the neighborhood A. of the
point ag. To do this, we verify that assumptions of Theorem 5 are satisfied.

Assumption 1) is obviously satisfied for all . To check the assumptions 2), 3) we construct
two derivative array equations of system (5.1)

X1 +0.8x7 — 10x5 + 0.6x7 x5 + 0.6x1x3
X4 4 10x% — 1.6x4 =0, (5.3)
—0.8x}] — 1.6x%5 + 0.6x7x3 + 0.6x1X5
XY+ 0.8 — 10x4 + 0.6xY x3 + 0.6x1x4 + 1.2x, x%)
XY+ 10x4 — 1.6x% =0
—0.8x7 — 1.6x5 + 0.6x7x3 + 0.6x1x5 + 1.2X1 X3
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and matrix
P —10 0.6x1 1 0 0 0 0 0 0 0 0
0 10 —~1.6 0 1 0 0 0 0 0 0 0
Py 0 P 0 0 0 0 0 0 0 0 0
0.6x5 O 0.6x} P —10 0.6x1 1 0 0 0 0 0
Ty, = 0 0 0 0 10 -1.6 0 1 0 0 0 0
0.6x; 0 0.6x4 P, 0 Ps 0 0 0 0 0 0
0.6x7 0 0.6x7 12x5 0 1.2x% P, —10 0.6x1 1 00
0 0 0 0 0 0 0 10 ~1.6 01 0
0.6x4 0 0.6x7 1.2x5 0 1.2v4 P, 0 P3 0 0 0

where P = 0.840.6x3, P, = —0.840.6x3, Ps = —1.6 + 0.61.

The matrix I'; , divided into four blocks by two double lines, the upper left block is I'y ;. It
is obvious that rank I'y ,(ay) = n(r +1) =6 (a1 = (ao,0,...,0) € RT3 +2). Columns that are
included into the resolving minor are framed in the matrix I'y ,: p = 2 columns of the matrix
I'y .(cv), n = 3 first columns of the matrix I'y y (1) and the third column of the matrix I'y ;.
Thus, for 1-derivative array equations (5.1), (5.3) all assumptions of an implicit function theorem
are fulfilled [7, p. 66]. Then n(r+1) = 6 components of the vector colon(x,y, z1) can be expressed
from (5.1), (5.3) (they are denoted by &) as a function of ¢ and other n = 3 components of this
vector (they are denoted by n, see (2.2)). Therefore, & = (X3, X1, X5 X5, X7 X5), 1 = (X1, X2, X5)-
These functions are too cumbersome and they are not presented here.

It is obvious that Fa(az) = 0, where as = (ayg,0,...,0) € R!™". In this case the matrix
I_’LZ which is obtained by substituting functions £ into I'; , is constant and it coincides with the
matrix I'y .. Thus, rank fl)z = p = 2 everywhere in W.

The matrix I'; , consists of the last 9 columns of the matrix I'; ;. It is easy to verify that
rank Iy , (ag) = rank Ty y(aq) +n=5+3=8.

Thus, assumptions 2) and 3) of Theorem 5 are satisfied.

Let us construct the system of the linear approximation for DAE (5.1) and function (5.2)

100 X4 () 08 —10 0 x1(t)
010 o) | + 0 10 —1.6 x2(t) | =0, (5.4)
00 0 X5(t) -08 0 -16 x3(t)
et 0 2¢t Xl(t)
y(t) = x2(t) (5.5)
(t 1 2608t> ()

In order to show that system (5.4), (5.5) is R-observable we use Lemma 1. To do this, we
verify that assumptions of Theorem 2 are fulfilled for r = 1.

It is obvious that Assumption 1) is true. To verify assumptions 2)-4) for DAE (5.4) we
construct the matrix

0.8 —10 0 1 0 0 0 0 0 000
0 10 ~1.6 0 1 0 0 0 0 00 0
-0.8 0 -1.6 0 0 0 0 0 0 00 0
0 0 0 08 —-10 0 1 0 0 00 O
0 0 0 0 10 -16 0 1 0 0 0 0
0 0 0 —-0.8 0 -—16 0 0 0 0 0 0
0 0 0 0 0 0 0.8 —10 0 1 0 0
0 0 0 0 0 0 0 10 -16 010
0 0 0 0 0 0 —08 0 -16 0 0 0
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It is easy to calculate that rankD; ,(t) = p =2 Vi € Ry.

The matrix Dg ,(t) is divided into four blocks by double line and the upper left block is
D1 ,(t). Columns which are included into the resolving minor are framed in the matrix Dy ,(t).
Thus, rank Dy ,(t) = n(r + 1) = 6 and resolving minor includes p = 2 columns of the matrix
D1,.(t), n = 3 first columns of the matrix D; ,(¢) and the third column of the matrix Dq ,(?).
The matrix Dq ,(t) consists of the last 9 columns of the matrix D ;(t). So the assumption 4) of
Theorem 2 rank Ds ,(t) = rank Dy ,,(t) +n =5 + 3 = 8 is also satisfied.

Thus, all assumptions of Theorem 2 are fulfilled. To find the operator R of form (3.11) we
write the matrix

0 1 0 0
-16 0 1 0
-16 0 0 0

Au(t) = 0 0.8 —10 0

0 0 10 -1.6
0 -08 0 -16 0

and the column permutation matrix () in our case is the unit matrix.
According to (3.15), we find the coefficients of the operator R

oo, O OO
_ o O OO
OO OO OO

0 0 —-0.625 0 0 0 d
R=|10 0 +1 0 0 0 TR
0 1 -1 0 0 O
According to (3.16), we obtain
05 O 1
L) B (5510 | 0
Ji(t) O ) ’
0.8 10 0
Therefore, the equivalent system for DAE (5.4) has the form
0.8 —-10
T (t) + ( 08 10 ) x1(t) =0, (5.6)
z2(t) + (0.5 0)z1(t) = 0, (5.7)

o~

where z1(t) = < X ; > , x2(t) = x3(t). Thus

i (t) = ( f: (1) > ( );;8 ) (5.8)

To verify (4.1) for system (5.6), (5.8) we construct the observability matrix
et 0

( g?gg ) - O.;et 1016t

0.2 —0.8¢! 10t —10

It is obvious that rank( EOEZO; ) =n—d =2 Vay € (0,+00). Thus, all assumptions
1(ao

of Lemma 1 are fulfilled and system (5.4), (5.5) is R-observable in any neighborhood of the
point ayg.

Thus, all assumptions of Theorem 5 are satisfied and it can be concluded that the nonlinear
system of DAEs (5.1), (5.2) is locally R-observable in the neighborhood A, of the point ao.
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JlokanpHag R-pabuaomaemMocTth cucreM auddepeHnnaIbHO-
aJreOpamvecKnx ypaBHEHUIA

ITaBen C. IlerpeHko

NucruryT nuHaMuKKM CUCTeM M Teopun yupasienus nMmenu B.M. Marpocosa CO PAH
JlepmonTosa, 134, Upkyrck, 664033

Russia

Paccmampusaemces cucmema HeAuHetHuT 06uKkHOBEHHLLT UPBPHEPEHUUGALHDIT YPaABHEHUT, He Pa3peuLet-
HAA OMHOCUMEABHO NPOU3BOOHOT UCKOMOT, BEKMOP-PYHKUUU U MOAHCIECTBEHHO GbPodCIEHHAA 68 00Aa-
cmu onpedeaerusa. Jonyckaemcsa npou3eosbHo 6biCOKUL UHIEKe Hepadpeutumocmu cucmemvs. Anasu3
npPo8ooUMCA 68 NPEINOAOAHCEHUAL, 06ECNEYUBUOWUT CYULECTNBOBAHUE CMPYKMYDPHOT POPMbL C Pa3IeseH-

nowmu  "dugdepernyuaronot” u "arzebpauneckoi”

no&cucmemamu, romopas 3K6UBANEHTMHA UCTodHotd
cucmeme 6 Cmdvicae pewenuﬂ. HO./Ly’LLGH?JI, ycaosun, A0KaAvrolt R-nabarodaemocmu maxoti cucmemvt no ee

NEPEOMY AUHETHOMY NPUOAUINCEHUIO.

Karoueswie caosa: nokasvhas Hnabarodaemocmyv, dupdepenyuarvho-aizebpaudeckue ypasrerus, Ha0aA0-
daemas HeAUNHETHAA CUCTIEMA.
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