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1. Introduction and preliminaries

Hypergeometric functions were studied in the 19th century by many famous mathematicians
such as L. Euler, C.F. Gauss, E. Kummer, B. Riemann. Most of the researches were on one vari-
able series. At the end of 19th and the first half of 20th century the hypergeometric functions
were widespread considered, including several variables cases. Among them are the functions
studied by G.Lauricella [11], J.Horn [8], P. Appell [3] (see also the books [4,5]). The hyper-
geometric functions are still attractive recently (see [2,6,13,14]). According to Horn [8] the

series
H(J:lw"?xN): Z Caxa (1)
aeNN

is called hypergeometric if the relations of neighboring coefficients

hi(a) = 2t =1, N, 2)

Co

(where the set of e; composes the standard basis in Z"), are rational functions in variables
a = (a1,...,ay). Limit values of functions b, along fixed directions s = (s1,...,sy) € RV \ {0}

Pi(s) = lim b,(ks)

play an important role. We call the vector limit

sBL) B <<4311<s> v ’BA}(S)>

the Horn parameterization or Horn uniformization for the hpereometric series (1). These vectors
define the conjugative radii of convergence for the series (1) (about the conception of these radii
see [16, Sec. 7, ch. 1]).
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In this paper we study the hypergeometric type series. Roughly speaking, these series satisfy
the following conditions: there is a sublattice L C Z" of rank N such that the restriction of H
on the shifts of L are hypergeometric. The details about the hypergeometric type series refer to
the Section 3.

We are interested in the hypergeometric type series in order to investigate the solutions to
universal systems of polynomial equations. In particular, we intend to apply the discriminant
apparatus considered here to the calculation of the convergence domain of these series.

Consider a general system of n polynomial equations with n unknowns y1,...,yn:
Z a(Z)A i=1,...,n, (3)
A€AW)

where A are the finite subsets of Z" and y* = yi‘l ...y, We assume that all coefficients af\i)
are independent, and call (3) an universal algebraic system. Applying the Stepanenko’s formula
(see [10]) we get the hypergeometric type series presenting the monomials with positive integer

exponents of the principal solution to the system (4).

1
We will explicit the relation between the Horn parameterization W for these series and
S
the parameterization ¥ of the discriminant locus V of the system (4) (see more about ¥ and V
in Section 2.). According to result in [1], the parameterization ¥ is the inverse of the logarithmic
Gauss map for V. (The logarithmic Gauss map v : V ¢ CV — CPN~! for a hypersurface V,
defined by polynomial P, can be defined by the formula

(z1y. .oy 2n) —> (2101 P(2) -+ 1 2,0, P(2)),
where 0; is the derivative 0/0z; (see [9,12])).

1
According to Kapranov’s result in [9], the Horn parameterization % for the hypergeometric

series coincides with the parameterization ¥ = ! of the discriminant locus V. The following
theorem gives an extension of the Kapranov’s result in [9] for the series of hypergeometric type
representing monomials of solutions to the reduced system (4).

Theorem 1. The Horn parameterization for the series (6) and the parameterization ¥(s)

b
P(s)

of discriminant set for the system (4) coincide:
1
—
RY
2. Reduced systems and their discriminants

Following the paper [1] we consider the reduced system of the system (3) in the forms

g Y a—1=0, j=1,....n, (4)
AeAG)
where each m; is a positive integer and AU) does not contain A =0 and \ = ,...,mj,...,0).

Denote by V° the set of all the coefficients for which the system (3) has multiple zeros in
the torus T = (C\ {0})™, i.e. the Jacobian of P equals zero. The discriminant locus V of the
system (3) is the closure of the set V¥ in the space of coefficients of polynomials Py, ..., P,.

Denote the matrix

A= (AD LA™Y = (A, AN,
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where A\ = (\¥ ... AT € AU are column-vector of exponents in monomials of equations (4).

Also let w,, denote the n x n-diagonal matrix with values — on the diagonal. Consider the
m;

matrices

d:=wA, D:=—y,
where x is the matrix, whose i-th row is assigned by the characteristic function of the subset
A® < A, ie. elements of this row are 1 at the position A € A and 0 at all positions A € A\A®
In addition, ¢ denotes the rows of ®, and ¢ denotes the rows of ®. Their elements are

denoted by i and @y correspondingly. We can interpret each row . as a sequence of vectors

oM o™,

We will follow two copies of C¥. The first one is C2 with the coordinators x = (x,), and
the second one is C2 with the coordinators s = (sy) constructed as a space with homogeneous
coordinators for CP" . Following the result of Antipova and Tsikh (see [1]), the map

U:CPY e =AY x-x T

z(") Y

from a projective space to the space of coeflicients = (x) of the system (4), defined by

0 (s o
mg\j):_ fA <<pk75> 7 )\EA(j), ji=1,...,n, (5)
<90j78> k1 <90k78>

gives the parameterization for the discriminant locus V.

3. Solutions to reduced systems of algebraic equations

For the solution y = (y1,...,¥n) to (4), we consider the series representing the monomial
function y* = yi* ... yi"

yH = Z Cax®. (6)

We focus on the so-called principal solution to system (4): they satisfy initial condition
y(0,...,0) =(1,...,1). When g, > 0 the Stepanenko’s result [10] claims that the coefficients ¢,
in (6) admit the following expression:

o = (—1)FFON T, Ry, (7)
where
[T 0(E 4 (o), 0))
T, = = ;
T(ey + 1) 121 DB 4 (pj ) = Y0 ai) 8)

i€ A D)

,:]2

Il
i

7

Ry = det (5@ - —<w§])7a(])> )
wj + (pj, ) (uf)ePax P

with P, C {1,...,n}. We call T',, the gamma-part and R, the rational-part of the coefficient c,.
Remark that according to expressions (7) and (8) ¢, admits the expression

M
o =t*R(e) [T ({a;, ) + b)),
j=1

where t* = {3, t;,b; € C, a; € QV, and R(a) is a rational function. In the case
when a; € ZN this expression presents the general coefficient Ore-Sato for hypergeometric series
(see [7,15]).

— 542 —



Quang Khanh Phan Series of Hypergeometric Type and Discriminants

4. Horn parameterization for hypergeometric type series

Here we give more details for the definition of the series of hypergeometric type and construct

for them the analog of the Horn parameterization. Let e, ..., ex denote the standard basis of Z%
ie. ex=(0,...,1,...,0) with 1 being on A-th position. For a given v = (v1,...,vx) € (N\{0}H)¥
we consider the sublattice L, C ZY generated by vieq,...,vyen. For two vectors v, s € ZVN we
define their product vs := (v181,...,UNSN).

Definition 1. We say that the power series
> cat® (9)
aeNN
is of hypergeometric type if there exists v € (N'\ {0})" such that all subseries
H, .= Z Cax® = tv Z it e,
a€l+L, NNN seNN

are hypergeometric in variables ty = 2\*, where ¢ = ¢;4,, and J is the sequence of all represen-
tatives for the factor ZV /L,

J:{(ll,,lN)EZnongSVZ—].,Z:].,,N}

The subseries H; is hypergeometric iff all the relations
C/
Ra(s):= =2 X=1,...,N, (10)

/
S

are rational functions of variables s = (s1,...,sn).
Proposition 1. The series (6) with the coefficient (7) is a hypergeometric type series.

Proof. For a vector v € (N\ {0})" we take v = (,...,7) where 7 is the least common multiple
of my,...,my.
According to (8), the relations (10) become

v(s+te r Ts+Te -1)7 TS+TeE
Ry (s) = Lrvlsten) _ Dlirst 2 ED Rigroires  \ 0 N ey (11)

Cl+vs FH—‘FS RH“"S

where J = {l = (l1,...,In) : 0<1y,...,Iy <7 —1}. The power of the exponent (—1)" comes
from
(—1)ltT(sten)

e = DT =7

where |a| :=a3 + -+ + an.

Here | + 7s denotes the restriction of « on the shifted lattice [ + L, (i.e. a =: 1+ 7s for some
l € J). Thus I'jy,s and Ry4,s are correspondingly the restrictions of the gamma-part T',, and
the rational-part R, of the series (6) on the such lattice. It is clear that the second ratio in (11),
the ratio for R, is a rational function in s.

Introduce denotations

A =0k = (Qr1s - OkN)s Antk =Pk = (Priyr - PrN), Azngr = €n,

and rewrite (8) in such a way

n

[T T({Ap, @) +np)

T, = r=
@ 2n 2n+N ’
[T TUApa)+m) I T((Apa)+1)
p=n+1 p=2n+1

- 543 —



Quang Khanh Phan Series of Hypergeometric Type and Discriminants

where 7, are some constants independing on . To compute the ratio of gamma-parts in (11)
we use the Pochhammer symbol

_D(z+Ek)
(z)k—w—,z(z—kl)...(z—i-k—l)7 k e N\ {0}

and the denotation g := (A, 7ex). Then it leads to

H1(<Ap7 a) +1p = 1+ g5)g)
o

Foc+7'e/\ _
T, - 2n 2n+N :
[I (Apa)+mp—1+aq)ey I ((Ap, o) +43)0
p=n-+1 p=2n+1

With a = [ + 7s, we get the ratio of gamma-parts restricted on the shifted lattice [ + L,:

n

[T (T Ap,s) + 1) + @)y
Fl+TS+T€)\ _ p=1

Titrs 2n 2n+N ) (12)
[T ((rAp,s)+m+ap)ey IT (Tlexss) +Ix+ap)g
p=n-+1 P op=2n+1 b

where constants 7, are independent on s.
Since m; divide 7, the delation 74, in (12) is a vector with integer coordinators. Then its

FlJr'rer'reA

turns out that the relation in (11) is a rational function of the variables s1,...,sn.

l+T1s

Thus the series (6) is of hypergeometric type. O

According to Horn (see [8]) the convergence radii of hypergeometric series are defined by the
limits
Tli)r&hi(rs)a i = ]-a"'»N,
where the rational functions b, are defined by (2). In the hypergeometric type case, the conver-
gence radii of the series (9) are defined by the limits

Rl

Ba(s1,...,sy) = lim (Ra(rs))”, A=1,...,N, (13)

r—00
where R, are rational relations (10) and 7 is the least common multiple of vy,..., vy,
(s1:---:8N) € RPN-1 5, > 0. Indeed (81,...,8n) are homogeneous coordinates in (CIP’N_l,

and the limits *33; are rational and homogeneous of degree zero. They depend only on the ratio
s=2581:-++:8n. The vector limit

m@) - (&ml(s)’“"mzvl(s>>

are called by Horn parameterization (or Horn uniformation) for hypergeometric type series since
Horn is the first person who considered such a limit for hypergeometric function (see [9]).

5. The proof of the Theorem 1

According to (12) we get the following formula for the limit values of relation (11) along
direction s := (s1,...,sy) € RV \ {0}.
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Proposition 2.

Palst,....sn) = (@), 8) ﬁ <<<€p,si>‘9m.

Proof. From the ratio (12) and the limits (13),

1
|:Cl+7rs+‘re,\:| T o hm |:Fl+”rrs+7'ek (_1)T R‘lJrTTSJr’TE)\

PBa(s1,...,sn5) = lim
’ ’ Fl+TT$ Rl+7"r's

r—0o0 Cl47rs

—: — lim <A~B-C>%,

r—00
where

n

TT((rAp,s) + 1)+ )0

A= =l
T 2n @ 2n+N . @ ’
[T (rdp,s)+m+F)ey 1T (rlex,s) + 2+ F)p
p=n+1 p=2n+1
B Tqi\+...+q$l

A A A A I
an+1+”'+q2n . an+1+'“+q2n+N

det 5@) B ((psj),l(j)+T€gf)>+<Lp§j),TTS(j)>
O i witH(eil+rex)+{p;,Trs) (,§) € Pa X Pa

(4) _ (saﬁj),l<f)>+<¢§">,TTSU)))
! <5i i@ )2 mr8) ) (5 j)e Pox P

Recall that
A = (Qr1s- > PrN)s Angk = (Pr1s - PrN)s  Ao2nr = €n,
q;‘ =(Ap,Ter), pe{l,...,2n+ N}.

Since ey = (0,...,7,...,0) with A € {1,..., N},

TOpA with 1 < p < n,
A TPy withn+1<p<2n,
L with p = 2n 4+ A,
0 with p > 2n and p # 2n + A.

Thus
G+t = (Pt + On)T, B+ Gy = T
and with the notice that A € AU) for some j,
G+t G = (Pra+ -+ Gn)T = (P1a+ -+ @nr — DT
The sums in (17) and (18) lead to

TPt tonn)T

= =1
(@it t@ur—1)T . 77 )

Let 7 tend to the infinity we obtain the limits:

[1(A,, )%
p=1

lim A = ,
r—00 2n N
[T (Ap, )% {ex, )7
p=n+1
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det ( 5@ _ <«:E”,rs<i>>)
‘ (3s79) ) (i j)ePox Pa

¢ = ; DG _ 1L
r—00 det (5(]) _ M)
i (¢j,75) (1,7)€ Pa X Pa
Thus
1 H <Ap, 5>q;‘ T
i (A'B'C')T: p=1
r—00 - )\
(ex; )™ II (Ap, )%
p=n+1

Substitute coordinators of the vectors A, formulated in (15) and the value of g7 in (16), then
1

the limit lim (A -B- C) T equals

T—00

n T
[1 {pp, 5)7%%
p=1
2n B
(ex; )™ II (Bp—n,s) F@=—m0
p=n+1

1
In the square brackets each factor is an exponentiation with the power 7. The radical — applying
T

on the square brackets leads to a simpler expression for the limit:

n

[1 {pp, 5)%7
p=1

2n

(ex,s) I1 (@pn,s)P@-—mn
p=n+1

Rewrite the index for the production in the denominator of the last expression, it will become

<¢j75> <@p,3>%k

(exr5) T1 (@prs)orn

n
I1
p=1
n
I1
p=1

Combining the factors with the same index under the production signs in the numerator and in
the denominator of the last expression we will get the result:

o )

p=1

Consequently we get the formula for the limit By:

S ()

p=1

(B)\(Sl,...,SN) = —

The proposition holds. O

Now we are ready to prove the Theorem 1.
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Proof of theorem 1. From (5) and (14) it turns out that
. 1 )
2= — AeAD) j=1.. . n
A

Thus the parameterization ¥(s) for the discriminant locus V of the system (4) composed by the

coordinators xg\j) coincides with the limit vector of the hypergeometeric type series (6) composed
1

by the coordinators qT The theorem holds. O
A
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Pﬂ,[[bl ruiepreoMeTpmieCkKoro Tuiia m JUNCKPUMHMHAHTDI

Kyanr Xanp ®@an
Cubupckuit de1epalibHbli YHUBEPCUTET
Kpacnosipck, Poccuiickass ®@eneparnys

Awnnoranusi. OfHOYIEH pelleHuil pelyIMPOBAHHON CUCTEMBI aJirebpaniecKuX ypaBHEHUN [1peCTaBIIs-
er coboit psij runepreoMeTpudeckoro tuna. Mel pacipocrpaHsiem pe3ynbraT XopHa-KapupaHosa (mist
TUIIEPreOMETPUHIECKUX PSJIOB) HA CJIyHdail PsJIOB THIEPreOMETPHIECKOTO THIIA.

KurogyeBbie cjioBa: psijibl IHIIEPreOMeTPUIECKOro TUIIA, JIorapudMuaeckoe orobpakenue [aycca, Juc-
KPUMUHAHTHOE MHOXKECTBO, PEyIIMPOBAHHAS CUCTEMA, COIPSI>KEHHBIE PAJIUYCHI CXOJINMOCTH.
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