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Abstract. A general polynomial in one variable is considered and the explicit factorization formulas for
the truncations of the discriminant with respect to coordinate faces of the polynomial Newton polytope
are presented. As a result, the extension of the formulas presented by Gelfand—Kapranov—Zelevinsky is
obtained.
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1. Introduction and preliminaries
We consider a general polynomial of degree n:

fly)=ap+ary+...+ay™. (1)

It is known that discriminant of this polynomial is an irreducible polynomial A, =
= Ay,(ag,aq,...,a,) with integer coefficients that vanishes if and only if f has multiple roots.
Discriminants play a crucial role in mathematics ( [1,2]).

Let us recall that the Newton polytope N (A,) for the discriminant of polynomial (1) is
the convex hull in R™*! of the exponents set (to,%1,...t,) of the monomials involved in A,,.
The Newton polytope N'(A,) C R**! is known to be combinatorially equivalent to an (n — 1)-
dimensional cube [1]. Since such a cube has 2”1 vertices, it is natural to encode vertices N'(A,,)
with all possible subsets from the set {1,...,n —1}. The polytope N (A,) has n — 1 hyperfaces
{hY} located in the coordinate hyperplanes {t; = 0}, k =1,...,n — 1 (assuming that we chose
the coordinates t = (tg,t1,...,tn—1,t,) within the ambient space R"*1). Each face h) has 272
vertices defined by subsets I C {1,...,n — 1} that do not contain k. Let us denote by h;, the
face that is opposite to hg with vertices encoded by subsets of I containing k. The formulas for
the coordinates of the vertices N'(A,,) are given in Section 2.

We consider the truncations of the discriminant A, with respect to the faces (including
coordinate ones) of its polytope N (A,,). Let us remind that truncation of a polynomial A with
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respect to the face h of its polytope N(A) is the sum of all monomials from A with indices
belonging to h. Let us denote such truncation by A’h.
The formulas for the truncations A,, on noncoordinate hyperfaces

hi 2=hklﬂ...ﬁhkp

were proved [4]. They were obtained by the intersection of p non-coordinate hyperfaces ([5]).
Here the multi-index K = = {ki,...,k,} defines a partition of the set {0,1,...,n} into p+1
subsets (segments)

Ki = {kiaki + 17~-~7ki+1}; i20,17...,p,

where kg =0, k,11 = n. Let us denote the length of K; by [; := k;;1 — k;. Then

fKi =ag, + a1y + ..o+ akiJrlyli.

The result proved in [5] is the following:
The truncation of A, on the face hy is

P
2
A"‘hK :aKHAli(fKi)ﬂ (2)
i=0

where a3 = ail e aip, and A, are the discriminants of polynomials fr, of degree l;.
The generalization of formula (2) is presented in this paper. The truncations A,, are obtained
by intersecting both non-coordinate and coordinate faces N'(A,,). To formulate the main result
of this paper we denote the face of A, obtained by the intersection of p noncoordinate faces

hk,, ... hg, and g coordinate faces hg-l ey hgq by

— 0 0
hi, go .—hklﬂ...ﬂhkpﬂhjlﬂ...ﬁhjq.

The elements of the set J := {j1,...,j,} that define the coordinate faces are grouped as
follows: J; := JN(k;, ki+1). Now we define polynomials fr, jo(z),i =1,...,p of the factorization
of the truncations. We omit the monomials with indices from J; for each of fx, and change the
variable z = y%, where d; is the greatest common divisor of the exponents of the monomials
remaining in fg,.

Theorem 1.1. Using given above notations, the truncation A, with respect to the face hy jo is

Anl,,

K,J0

P d;
Li(di—1) L
= a%( H(_l) 2 dél (akiaki+1)dl 1(Ali/di (sz',JO(Z))) ) (3)
=0

where aj; = aj, ... a%p, and Ay, q, are the discriminants of fr, jo of polynomials of degree l;/d;.

Thus, Theorem 1.1 gives complete information on the factorability of the truncations of the
discriminant with respect to any faces of its Newton polytope.

Note that when set {h%1 ey h%q} is empty, which means we consider only the truncation of
the discriminant with respect to noncoordinate faces when all d; in formula (3) are equal to 1,
the discriminants of each of the polynomials f, jo and fg, coincide, and we obtain formula (2).

As an example, we calculate the truncation of the polynomial Az (ag, ... ,a7)‘hk o where

hrc.jo = hsMh§NhYNhYNhY. In our case p = 1 then there are two discriminants of polynomials

p
in the product ] from Theorem 1.1
i=0

fro = a0+ a1y + azy® + asy® and fx, = az + asy + asy® + agy® + azy’.
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Because there is one value k; = 3 among k; then there are two segments (0, 3) and (3,7) among
segments (k;, k;1+1). Then sets Jy and J; are Jy = {1,2} and J; = {4, 6}, respectively. Hence
polynomials fx, jo(z) and fg, jo(z) are

frco. 10 = a0+ a3z’ fi, jo = a3+ asz + ar2.
Using Theorem 1.1, we obtain the following factorization formula for the truncation

A7(a0, ey a7)’h = agAg(meJO) . 16a3a7(A2(fK1,J0))2 = 7432&3&3@7(&% - 4&3@7)2.

K,J0

2. Newton polytope for the discriminant

The theorem on the structure the Newton polytope of the discriminant is as follows.

Theorem 2.1 ([1], Ch. 12). The Newton polytope of the discriminant of polynomial (1) is
combinatorially equivalent to an (n — 1)-dimensional cube. It contains 2"~ ! wertices which are

in bijective correspondence with all possible subsets I C {1,2,...,n— 1}.
The vertex v(I) corresponding to a subset I = {i1 < iz < ... < is} has the following
coordinates

V():’h—l7 Vn:n—is—l,

Vi, = i,,.;,.l — i1 fO’I“ iy € I,

v

vi=0, for i¢IU{0,n}.

Letl, =iy41 — 1, (0 < v < 8),i9 =0, isy1 = n. Then the monomial ') appears in A, with
the coefficient

Cyy =C(I)

[T

v=0

Thus, each vertex of the Newton polytope N(A,,) for the discriminant of the polynomial (1) is
determined by an appropriate partition of the segment [0, n].

Considering the well-known fact that discriminants are bihomogeneous, the polytope NV'(A,,)
lies in the plane of R™*! of codimension 2 defined by the following of equations

S ti=2mn-1), Y jt;=n(n-1).
=0 j=1

Formulas defining n — 1 noncoordinate hyperfaces of the polytope N (A) were proved [5,6]:
In this plane, the polytope N'(A) is defined by the following inequalities:

k
an )jt; + Z <nk(n—%k), k=1,....,n—1.

Jj=1 j=k+1

Thus, the hyperface hy is determined for each value of k.
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3. Proof of the main result

To determine the truncation An‘ b o0 One need to determine the restrictions of each of the
K,J

factors Ay, (fk,) from (2) to the coordinate faces from the set J; C .J. Each such restriction
is obtained with all monomials from Ay, (fx,) that do not contain factors with indices from J;.
Thus, we need to calculate the discriminant of the so-called thinned polynomial.

Lemma 1. The discriminant of the polynomial
o+ 1yt + ..+ xy™ + Ty (4)

can be written in the form

n(d—1) d
2

(-1 d™ - (wowey1) T H Az + 212™ 4 F we2™ F xey12™)] (5)

n n
f m ==, d=GCD(n,....nsn).

To prove Lemma 1 we need the following formula for factorization of the difference a — b into

where my, :=

linear factors with respect to an:

n—1
a—b= H(a% fb%ez':lk). (6)
v=0
This formula is obtained in the following way. Consider g(a) := a — b as a polynomial with

respect to ax: g(a) = (aw)™ — b. Since

av =bwenk k=0,1,...,n—1

are n roots of polynomial g(a), we obtain (6).

Proof of Lemma 1. The discriminant of a polynomial is defined in terms of its roots. Let us
remind that discriminant A, (aog, ..., a,) of polynomial (1) is defined by the formula [7]

a1 —v)* (7)
i<j
where y1, . ..,y, are the roots of the polynomial.
Considering z = y? in (4), we obtain the polynomial

To+x12™ + .+ xg2™ a2 (8)

Let us assume that z, and z,, 0 < p < ¢ < m — 1 are arbitrary roots of polynomial (8). Let us
compose two groups of primitive roots from them:

1 omig 1 omig
Zp=25e 4" and zqr=2z24ed”, k=0,1,...,d—1 9)

Since they are the roots of the equation z = y? then y = 24 are d roots of polynomial (4). Thus,
the number of roots of form (9) is equal to m - d = n. Hence, expressions (9) present the whole
set of roots from (4). Then, according to (7), to determine the discriminant of polynomial (4),
one need to find the squares of the products of the following differences:

d—1
T T Wk — vak) ok = gbs1) - - - Wk — Yakra—1), (10)

p<q k=0
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where the second index at y, + is considered with respect to the absolute value of d: 0 <t < d—1.
These are the differences that are made up of the roots obtained from both z, and z4, p # q. We
also need to find the products of the differences obtained from each root z,:

f[ H(yu,i - yu,j)v (11)

v=0 i<j

and then to find the product of their squares multiplied by (z,41)%" 2.

d—1
Let us find the product [] in (10). It is easy to check that for each fixed v the product
k=0

d—1

1 1
H(yp,k - yq,k-i-v) = (_1)(1_1(2; - que 4 v)d.
k=0

Then, using formula (6), we obtain that
d—1

H(ypyk =Yg k) Wpk — Ygkt1) - - (Ypk — Yghtd—1) = (2p — Zq)d‘ (12)
k=0

Let us find the square of the inner product in (11), i.e. [](vw,i — yu,;)*. Let us take into

i<j
account that y,.0, . .., y,.4—1 are the roots of the equation y? —z, = 0, where v = 0,...,m—1 are
the roots of equation (8). Therefore, [T (yu;—yy,;)? is the discriminant of this binomial equation
i<j
. dd-1) 4 d—1 m—1 )
and it has the form (—1)" z d%(—z,)*"! (see. [§8]). Then the product [[ [](yv: — ¥»,;)* can
v=0 i<j

be written as

m-l d(d—1)

(yu,i - yu, ')2 - (_1) 2 +m(d—1)dmd(20 et mel)d_l.
J

v=0 i<j

Let us note that zg, ..., z,—1 are the roots of equation (8). According to Vieta’s formulas, their

product is (fl)mﬂ
Ts+1

S
representation for the product

m—1 n(d—1) T d—1
IT TTws — wei)? = (-1)" 7 d”( 0) .

T
v=0 i<j s+l

Taking this and relation m - d = n into account, we obtain the final

Now, using formula (7), namely, multiplying x?ﬁf = xii"ll_z)dxiijz,

expression and the square of expression (12), we obtain the following representation for the
discriminant of polynomial (8):

(=1

the above obtained

L(d—1) _ _ d
R (wor) " (22 T (e - 20)7)
p<q

This is equality (5). The Lemma 1 is proved. O
Now we can apply proved formula (5) to each factor from (2) to obtain formula (3). Thus,

Theorem 1.1 is proved.
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Heranuzanusa pakTopu3annoOHHBIX TOXKJIECTB
JJIs KJIACCUYECKOI0o JUCKPUMMUHAHTA

EBrenuit H. Muxankun
Meaparoaana Hukzasg

Burannii A. CrennaneHko
Cubupckuii dejilepalibHbli YHUBEPCUTET
Kpacnosipck, Poccuiickas @eneparnys

Awnnoramusi. PaccmarpuBaercss JTUCKPUMWHAHT MHOTOYJIEHA OJIHOTO IepeMeHHOro. lIpuBojsiTcst siB-
Hble (HPAKTOPU3AIMOHHBIE (DOPMYJIBLI I CPE30K MAUCKPUMUHAHTA Ha KOOP/WHATHBIE TPDAHU €r0 MHOTO-
rpannuka Herorona. Ilosryaerubie hopMysibl IeTAIU3UPYIOT PE3yIbTAaThl U3BECTHONM KHUIU [enbdana—
KanpanoBa—3eeBuHCKOTO.

KuaroueBbie ciioBa: JuCKpUMUHAHT, MHOrorpanHuk Hbiorona, nmapamerpusanus ['opuna—Kamnpanosa.
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