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Abstract. The article is devoted to the study of problems of finding the non-negative coefficient ¢(¢) in
the elliptic equation

wer + a”Au — q(t)u = f(x,t)
(z = (1,...,20) € QCR", ¢t € (0,7), 0 <T < +00, A — operator Laplace on z1, ..., ). These
problems contain the usual boundary conditions and additional condition ( spatial integral overdeter-
mination condition or boundary integral overdetermination condition). The theorems of existence and
uniqueness are proved.
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The problems studied in this work belong to the class of nonlinear inverse coefficient problems
for elliptic differential equations.

Various aspects of the theory of linear and nonlinear inverse coefficient problems for differ-
ential equations are well covered in the world literature — see, for example, monographs [1-§],
articles [9-19]. Directly for elliptic equations inverse coefficient problems were studied in [15-19]
(a more detailed bibliography can be found in [17]).

The nonlinear inverse coefficient problems for elliptic equations studied in this work, the
results obtained in it will be essentially differ either in the formulations (in particular, in the
given redefinition conditions), or in the results from the statements and results from the works
of predecessors.

The problems studied in this work have a model form. More general cases and also possible
generalization of the obtained results will be discussed at the end of the article.
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1. Statement of the problems

Let Q be a bounded domain of variables (z1,...,x,) of space R”, T is the boundary of .
We assume that T' is a compact infinitely differentiable manifold. Next, @ is a cylinder Q x (0,7
of finite height T', S =T x (0,7) is the lateral surface of Q. Let f(z,t), uo(z), ui(x), N(z) and
u(t) be given functions defined for x € Q, t € [0,T]; let a be given positive number.

Inverse Problem I: Find functions u(z,t) and q(t) connected in the cylinder @ by the equation

uge + a*Au — q(t)u = f(z,t) (1)

provided that u(x,t) satisfies the conditions

u(z,0) = uo(x), u(zx,T)=ui(x), x€ (2)
u(z,t)]s =0, (3)
N(z)u(x,t)de = p(t), te(0,T). (4)

Q

Inverse Problem II: Find functions u(x,t) and q(t) connected in the cylinder Q by the equa-
tion (1) provided that u(x,t) satisfies (2), (4) and also the condition
ou(zx,t)
v

—0. (5)
S

Inverse Problem ITT: Find functions u(x,t) and q(t) connected in the cylinder Q by the equa-
tion (1) provided that u(x,t) satisfies (2), (5), and also the condition

AN(m)u(at) dsg = pu(t). (6)

In Inverse Problems I and II conditions (2) and (3), (2) and (5) are the conditions of a correct
boundary value problem for second-order differential elliptic equation in a cylinder ), whereas
condition (4) is space-integral overdetermination condition. In Inverse Problem III conditions (2)
and (5) are also the conditions of a correct boundary value problem for second-order differential
elliptic equations, whereas condition (6) is an boundary-integral overdetermination condition.

All constructions and arguments in this paper will be carried out using the Lebesgue spaces
L, and Sobolev spaces Wzl,. The necessary information about the functions from these spaces
can be found in the books [20-22].

The goal of this article is to prove the existence and uniqueness of regular solutions
to the problems under study, that is, of solutions having all the weak derivatives in the sense
of Sobolev involved in the equation.

2. Solvability of the inverse Problems I u II

Perform some auxiliary constructions for Inverse Problem I. Given the function w(z,t), we
define the function ®(t;w): ®(t;w) = a® [ N(z)Aw(z,t) dz.
Q

Put  wo(z,t) = %ul(a:) + %uo(x), fi(z,t) = f(x,t) — a?Avo(z, 1),
fo(t) = /QN(l‘)fl(ﬂf,t) dr, ¢(t) = ﬁ P(t) = oK (t) = fo(t)],
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fa(@,t) = fi(z, 1) + [(t) + ()R (; vo)]vo(z, 1)
Consider the boundary value problem: Find a function v(z,t) that is a solution to equation
vt + a*Av — [p(t) (v + v0) +Y(1)]v = falw,t) + @(t)vo (2, 1) @ (t;v) (1)

and satisfies condition
v(z,0) =v(z, T) =0, z€Q, (2"

and also the condition (3). Using a solution v(z,t) of this boundary value problem we can
establish the solvability of the inverse problem I.
Integro-differential equation (1’) is called loaded equation [23, 24].

n 1
Put ¢y = t = min(t), Ny = 2 3 1e,] dz, No = @ N1T||N||3
ut ¢o 1&)1,3%}]4@( > %o %171%1/)( ), N1 Z;S{[%z +ulmi] T, N2 = 59001 | ||L2(Q)7

n 9N,
Ny — 2 drdt, Ny = 28
? i;foQ ’ YT a1 — Na)

Theorem 2.1. Suppose the fulfillment of conditions

s N = @||N |l 1, 0y (TN 4 @(0, u0) | + [@(0,uy)].

N(z) € Lo(Q),  p(t) € C2([0,T]);  f(w,1) € Lo(0,T; W 3(0) N Lo (0, T L (9)),

uo(x) € WEHQ) NW(Q), wi(z) € WHQ)NWQ), Aug(e) = Au(x) =0 for zeT;

900>0) /(/)0>07 N2<]-7 N5<@7

%0
= d = dx.
p(0) = [ N@yuo(e) e, p(1) = [ M) da
Then the inverse problem I has a solution {u(z,t),q(t)} such that u(z,t) € W3(Q), Au(x,t) €
W3(Q), q(t) € Loo([0,T1), q(t) = 0 fort €[0,T].

Proof. We establish the solvability of the boundary value problem (1), (2), (3) in the space
W2(Q). We use the regularization method and method of cut-off functions.

Let v be a number from the interval (0, %} Define the cut-off function G (§):

& it [ <,
G,(§) = v, if €>7,
-y, i £<—.

Next, let € be a positive number. Consider the boundary value problem: find a function v(x,t)
that is a solution to equation

v+ A0 — [B(8) + ()G (B(t: 0 + v0))o — A% = fo(a, 1) + p(t)uo(a, DB(0)  (11)
in the cylinder Q and satisfies conditions (2') and (3') and also the condition
Av(z,t)|s = 0. (7)

Show that for a fixed number ¢ this problem has a solution belonging to W24 2(Q) Let’s use

the fixed point method.
Let w(z,t) be a function from the space Wy?(Q). Consider the boundary value problem:
find a function v(x,t) that is a solution to equation

vie + 0 Av = [1(t) + p(t) G (D(tw + vo))Jv — eAv = fo(w,1) + p(thvo (2, R(v)  (1L,,)
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in the cylinder Q and satisfies conditions (2'), (3), (7).

This problem is the first boundary value problem for linear loaded quasi-elliptic equation.
Using method of continuation in the parameter (see [25]), it is not difficult to establish its
solvability in the space VV24 -2 (Q).

Let A be a number from the segment [0,1]. Consider the boundary value problem: find a
function v(x,t) that is a solution to equation

vet + a”Av = [(t) + p(H)Go (Dt w + vo))Jv — eA = fo(w,t) + Ap(t)vo(w, )B(tv) (1L,

in the cylinder @ and satisfies conditions (2'), (8) and (7). For A = 0, this problem is solvability
in the space VV24 -2 (Q) (this is not difficult to prove using the classical Galerkin method with the
choice of a special basis [21]). Next, all possible solutions v(x,t) of the boundary value problem
(12, 5), (29, (3), (7) at a fixed e satisfy estimate

£,W,A

2NT 2 "N
(1_ %21 ||N%2(m) /Q(Avt)zdxdt-i— C;Z/Q(szfdfde
i=1

—1—5/ (sz)2 dz dt < Cl/ 13 da dt, (8)
Q Q

with the constant C; defined only by €. In order to prove this estimate we multiply the equation
(1Z,,.,) by the function —A%p and integrate on the cylinder Q. Using ¥(t) + ¢(t)G. (®(t;w +

vp)) = 0 and applying Holder’s and Young’s inequality, and also inequality

/[Av(gc,t)]2 dx < T/ [Avg (2, 1)) da dt

Q Q

we obtain the estimate (8). From estimate (8) and the second main inequality for elliptic operator
(see [21]) it follows that all possible solutions v(x,?) to boundary value problem (1, ), (2),
(3), (7) for a fixed ¢ satisfy the a priori estimate

[vllwaz(g) < Callfalla@ ©)

with the constant Cy defined only by the domain 2, the functions u(t), N(z), ug(z) and uq(x)
and numbers a, T,e. According to the theorem on the method of continuation in a parameter
[25, ch. II1, Sec. 14], solvability of the boundary value problem (1, ), (2'), (3), (7) in Wi2(Q)
and estimate (9) imply that the problem (17 ), (2'), (3), (7) has a solution v(z,?) lying in the
space W52 (Q).

Held arguments signify that the boundary value problem (17 ,,), (2), (3), (7) generates the
operator A, taking the space W;’Z(Q) to itself: A(w) = v. We show that for the operator A, all
the conditions of Schauder’s fixed point theorem are satisfied.

Observe first of all that from the estimate (9) it follows that the operator A takes a closed
ball of radius Ry = Ca|| f2/1, () of space W 2(Q) to itself.

We now show that the operator A will be continuous on a closed ball of radius Ry of the
space Wy (Q).

Let {wp, (z,1)}2_, be a sequence of functions from this ball converging in the space W;(Q)
to the function w(x,t). Let v, (x,t), T(x,t) be images of functions w,,(z,t) and w(x,t) under
action of the operator A. There are equalities

Vit — et + @D v, — ) — e (v, — ) — [P(1)C (B(t103, + v0)) + ()] (v —T) =
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= @(O)[G~ (Dt wm + v0)) = G (2(EW + v0))[T + @(t)vo (2, )Pt v — D), (2,1) € Q,
U (2,0) = 0(2,0) = v (2, T) = 0(z,T) =0, z€Q,

Um(z,t) = T(2,t)|s = Aoy (z,t) — Tz, t))|s = 0.

These equalities mean that the functions v,,(x,t) — v(z,t) are solutions to the first boundary
value problem for the linear quasi-elliptic "loaded" equation (1 ,,). Note that the function G ()
satisfies the Lipschitz condition and B(z,t) € Wy?(Q). Repeating the proof of the estimate (9)
and applying the Holder’s inequality, we get inequality

om = Tllya2(qy < Csllwm —llLa(o) 1o

with constant C3, defined by the functions u(t), N(z), ug(x) and ui(z), as well as the numbers
a, T, and e. From this inequality and from the convergence of the sequence {wy,(z,t)}5°_; in
space W32 (Q) to the function w(x,t) it follows that the sequence {v,,(x,t)}°_, converges in
the same space to the function v(z,¢). This means that the operator A is continuous on a closed
ball of radius Rq of the space W3'*(Q).

We show that the operator A is compact on a closed ball of radius Ry of the space W24 ’Z(Q).

Let {wm(x,t)}5°_; be a family of functions from this ball. Let {v,,(x,t)}°_; be a family
of images of functions wy,(z,t) under the action of the operator A. Boundedness of families
{wn (2,1)}25_, in the space of W3*(Q) and the classical embedding theorems [20-22] imply that
there is a subsequence {wy,, (z,t)}72, strongly convergent in the space L2(Q). Repeating for the
difference vy, (x,t) —vpm, ., (,t) proof of the estimate (10), it is easy to obtain, that the sequence
{vm, (x,1)}32 is the fundamental in the space W5 *(Q). And this means that the operator A is
compact on the ball of radius Ry of the space VV24 ’Q(Q).

So, the operator A takes a ball of radius Ry of the space W24’2(Q) to itself. The operator A
is continuous and compact on this ball. According to Schauder’s theorem, in the indicated ball
there is at least one function v(z,t), for which holds A(v) = v. This function v(z,t) € Wy (Q)
is solution of the boundary value problem (1.), (2'), (3), (7). Show that the solutions v(x,t)
satisfy a priori estimates uniform in .

Consider the equality

_ /Q{vtt + A — [(t) + G()G (@ (80 + vo))Jo — eA 0} A% dar dt =

:—/ ngQdedt—/ o(t)vo(x, t)®(t; v)A?v da dt.
Q Q

Integrating by parts and applying the Cauchy-Bunyakovsky and Young inequalities, we con-
clude that this equality implies the estimate

1/2
(L2 n n

(1N2)/Q(Avt)2 dxdtJrZZ/Q(A%)z dxdth?}/? (Z/Q(Av"”i)z dxdt> .
i=1 1=1

It is easy to show that there are estimates

n 4Nj3 2Nj
) Avy )2 dedt < =23 Av)drdt < ——2 __ — N,
11\/Q( v 7,) d.’l? a4 ) /652( yt) ‘Td a2<1 _NQ) 4
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Summing up the inequalities and also using the second main inequality for elliptic operators,
we obtain that solutions solutionsv(z, t) to the boundary value problem (11), (2), (3), (7) satisfy
the estimates

|®(t;v 4+ vg)| < Ns, (11)

lvllwz o) + 1AvIIwz @) + VeElA vl Luq) < Cu, (12)

with the constant Cy B (12) defined by the functions p(t), N(z), uo(z) u ui(z), and the numbers
anT.

The estimate (12) and the reflexivity of a Hilbert space imply that there exist sequences
{em}S0_1 of positive numbers and {v.,(x,t)}5°_; of solutions to the boundary value prob-
lem (17 ), (2), (3), (7) and also a function v(z,t) such that, as m — oo, the convergences

em — 0, vm(z,t) = v(z,t) strongly in ~ Wi(Q),

emAPvy(z,t) — 0 weakly in  Lo(Q)

hold.
Obviously, the limit function v(z,t) will be a solution to the boundary value problem (1),
(2'), (3), and due to estimate (12) for this solution will be the inclusions v(z,t) € W3(Q),

Av(z,t) € W3(Q).
Let us fix the number «: v = @. Let us define the functions u(z,t) and ¢(t):
%0

u(@,t) = vz, t) +vo(z, 1),  q(t) = P(t) + @)Dt u).

Estimate (11) and the inequality from the condition of the theorem for the number N5 mean that
the equality G, (®(t;u)) = ®(t;u) holds, and that ¢(t) > 0 Vt € [0,T]. Obviously, the functions
u(z,t) and ¢(t) will be related in the cylinder @ by equation (1). Let’s show that for the function
u(x, t) the overdetermination condition (4) will be satisfied.

We multiply equation (1) by the function N(z) and integrate over the domain . Taking
into account the form of the functions ¢(t), ¥(t) , ®(¢;u) and consistency conditions for of the
functions wug(x), we obtain that the function «(t) satisfies the problem

" (t) — q(t)a(t) =0, a(0) = a(T) = 0. (13)

Since ¢(t) > 0, then a(t) = 0. This means that the function u(x, t) satisfies the overdetermination
condition (4). The theorem is proved. |

The study of the solvability of the inverse problem II differs only in insignificant details from
the above study of the solvability of the inverse problem I.
Let

1/2
M= Voo ([ 1) + @) ae) IVl

aTl/Q ) 1/2
Ny = T 2 [ e ) 1l ¢ 200+ (200

Theorem 2.2. Suppose the fulfillment of conditions

N(z) € Wy(Q), u(t) € C*([0,T]);  f(a,t) € La(0,T; W3 (),
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up(z) € WH(Q), wi(z) € WP(Q); @0 >0, >0, Neg<1l, N7< @7

%0
u(0) = /QN(x)uo(ac) de, w(T)= /QN(x)ul(x) dx.
Then inverse problem II has a solution {u(z,t),q(t)} such that u(z,t) e WZ(Q), q(t) € Lo ([0,T]),
q(t) =20 fort e [0,T].
3. Solvability of the inverse Problems III

We introduce the function @1 (t;w): ®1(t;w) = a?® [ N(z)Aw(z,t) ds,, where w(z,t) is some
r

given function.

Introduce the notations Fy(t) = 1IN(ac)f(m, t)dsy, ¥1(t) = () [u" (t) — Fo(t)],

Falw,t) = fi(w,t) + [1 (1) + o(6) @1t vo)Jvo ().
Consider the boundary value problem: Find a function v(z,t) that is a solution to equation
vy + a2 Av — [p() P (0 4 vo) + (D)o = fa(,t) + ©(t)vo(z, t)®: (t;0) (14)
in the cylinder Q and satisfies conditions (2') and (5). A solution v(z,t) to this problem will

provide an opportunity construct the required solution to the inverse problem III.
The function w(x) € W4(Q) satisfies the inequality

/sz(x) ds, < CO/Q [w2(m) +§wg(x)] dx (15)

with a constant ¢y determined only by the domain 2 (see [20, 21]).
Let us specify again that the function vy (z,t) satisfies the inequality

Z/Qvgm(:c,t) dx < ZZ/Q (U, (z) + ui,, (z)] da. (16)

As before, we define the required constants:

n 1/2 9 9

. ~ copg N1 T

dr=minga(r), N = (2 : /Q 7. dwdt) o No= i INlL )
) =1

2
CQ(,OONl 2Ng NgNu
N = — N =
402 0 M T 22Ny TP 1Ny

Nig =

1/2

Ny = \/5(,00/ [(Aug)? + (Au)?] da (NoN?% + NyoNya)* + (/Q (Af;)z da dt) :

Q

N2 1/2
Nis = a2V |2, o (coT) 2 {Nu ; } 11 (05 w0)]| + [B2(0; )]
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Theorem 3.1. Suppose the fulfillment of conditions N(x) € Lo(T), u(t) € C?([0,T));
fla,t) € Ly(0,T; W3(Q),  uo(x) € W(Q),  wua(x) € W3 (Q);

Of(x,t)  O0Aug(x)  OAu(x)
o v v

=0 for zel;

wo > 0, ¢1 >0, Np<l, a2—2N9>0, N1y < %
0

1(0) = /F N(@)uo(z) dz, u(T) = /F N(a)ur () dz.

Then inverse problem III has a solution {u(x,t),q(t)} such that u(z,t) € W2(Q), Au(z,t) €
W3(Q), a(t) € Loo([0,T7), q(t) >0 fort € [0,T]

Proof. Let v be a number from the interval (O, %}, e > 0.

Consider the boundary value problem: Find a function v(xz,t) that is a solution to equation
v+ a2 Av — [P1(t) + ()G (P1 (v + vp))]v — eA%v = ]72(:137 t) + o(t)vg(z, t) @1 (t;0)  (141)
in the cylinder @ and satisfies conditions (2'), (5), and

O(Av)
v

0(A%v)
g o

— 0. (17)
S

Using the fixed point method and the method of continuation in a parameter, it is easy to
show that for a fixed ¢ and for satisfying the conditions of the theorem, this problem has a
solution v(z,t) such that v(z,t) € WF(Q), A%v(x,t) € L2(Q). Let us show that the function
v(z,t) satisfies a priori estimates uniform in e.

Multiply equation (14%) by the function A?v(x,t) and integrate over the cylinder Q. We
obtain the equality

/Q(Avt)2 dxdt+a2iZZ;/Q(Av$i)2 dwdt—i—E/Q (AQv)z dx dt+
" /Q 10 + A0 (160 + v (30 dedt = 3 /Q Fou, v, dodt—

-3 /Q () D1 (t; v) Vg, Avg, da dt. (18)
=1

n
Let us introduce the notation: Iy = [(Av)?dzdt, I =Y [(Avg,)*dzdt.
Q i=1Q
Taking into account the notation introduced above and using the Young’s and Cauchy -

Bunyakovsky’s inequalities it is easy from the equality (18) go to inequality

2 2N T
Lot T < NeIy? 4 1 / B2(t: v) d. (19)
a 0
There is an estimate -
/ ‘I’%(t, ’U) dt < NgIg + NlOII- (20)
0
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Summing up, we obtain a consequence of inequalities (19) u (20):

I+ %212 < NsIy? + NIy + Nyo 1. (21)
Elementary calculations allow us to derive from (21) the estimate
I, < N, (22)
and further, the estimate
I < Nya. (23)

Equality (18) and estimates (22), (23) imply the boundedness of the first term on the left
side of(141):

5/ vZ dx dt < Cs. (24)
Q

Here the constant Cy is determined by the functions f(z,t), ug(z), ui(z), N(z), u(t), numbers
a and T (the exact value of the number Cj is not important).

Multiply equation (14.) by the function A?v(x,t) and integrate over the cylinder Q. We
obtain the equality

- 2 2 2 \2
S [t et [ (%) dears
+;/Q[¢1(t)+Sﬁ(t)Gq(QH(t;fu+v0))](Avmi)2dmdt+5/Q(Asv)2 dpdi —
:/ AJ?2A2vdxdt+/ ‘p(t)q)l(t;U)AUOszdxdt_ (25)
Q Q

An inequality similar to the inequality (18) holds:
/[Avo(x,t)]de < 2/ [(Auwo)? + (Aw)?] da.
Q Q

Using this inequality, Holder’s inequality and estimates (20), (22), (23), we obtain from (25) the
inequality:

1/2

a2/Q (A2)? dzdt < (/Q(A%)Qd:c dt)1/2 [(/Q (AE)Q dz dt) +

1/2
+\/§(p0 </Q [(AUO)Q + (Aul)z} dm> (N9N121 + N10N12)1/2] .

This inequality and again from equality (25) imply the estimates

2
(A%)? dodt < N3, (26)
Q at
A3v)? dz dt Y Av, 2 dedt < s 27
€ Q( ’U) x +Z Q( viEit) xz \?. ( )
1=1

Estimates (22)—(24), (27), estimates for solutions of elliptic equations (see [21]) and also the
reflexivity of a Hilbert space imply that there exist sequences {&,,}5°_; of positive numbers and
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{vm(x,t)}po—; to the boundary value problems (14, ), (2'), (5), (17) and also a function v(x,t)
such that, as m — oo, the convergences

em — 0, Vm(2,t) — v(x,t) weakly in  WE(Q),
Avp,(z,t) — Av(z,t) weakly in - W3 (Q),
Avp(z,t) = Av(z,t) strongly in  Lo(T),
EmA3vy,(x,t) = 0 weakly in Lo (Q)
hold. The limit function v(z,t) satisfies the equation
Ve 4 a2 A0 — [1h1 () + p(8) G (D1t 0 + v0))]v = fala, ) + @(t)vo(x, 1) Dy (¢ v),

and the conditions (2’), (5). The function v(z,t) belongs to W3(Q) and Av(z,t) € W3(Q),
A2%v(z,t) € La(Q), Avg,i(x,t) € La(Q), i = 1,...,n. The following inequalities

1/2
(04 v0)| < [ @1 (t50)] + |81 (t00)] < ||N|L2<m(/<m>2ds) (0 u0)] + [9(0; 1) <
N

1/2

< a?ey? | Nl oy + [D(0; ug)| + |B(0;u1)| <

/Av dx—|—Z/ (Av,,)* dx
/(A’Ut)dedt—FZ/(Avxit)Qdm
Q i=1"@

1/2

< a®(coT) 2N || y(ry + [®(0; uo) |+

N2 1/2
+[@(0;u1)| < GQ(COT)UQHN”Lz(F) [(1123 + le} + |®(0;u0)| + [®(0;u1)| = Nia (28)

hold.
Let v = ﬂ Due to the condition Ni4 < L} it follows from (28) that G (®1(t;v + vp)) =

%0 %0
= @y (t;v 4+ vg). Let us define the functions u(z,t) u q(t):
u(z,t) = v(z,t) +vo(z,t), q(t) =11(t) + ()P (t;u).

Tt is these functions that give the required solution to the inverse problem III (which is shown
as in the proof of Theorem 2.1). The theorem is proved. |

4. Uniqueness of solutions

The following theorems give conditions under which the inverse problems I-III can only have
one solution.

Let Wg, = S v(a,t) : v(z,t) € Wi (Q), VI‘%%&X <fv x,t) d:c) < Ro}.

Theorem 4.1. Let {ui(x,t),q1(t)}, {ua(x,t),q2(t)} be two solutions of the inverse problem I
such that w;i(z,t) € Wg,, ¢(t) € Lo([0, ]) qi(t) = 0 fort € [0,T], i = 1,2. Suppose the
fulfillment of the conditions

N(z) € Lo(), plt) € C2((0,T]), f(2,1) € Loo(0,T; La(2)); 00 >0, 0By *|IN|| 1y < 1.

Then the functions ui(z,t) and us(z,t) coincide almost everywhere in Q, the functions qi(t)
and qa(t) coincide for almost all t from the segment [0,T].
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Proof. The function w(zx,t) = uq(x,t) — ua(z,t) satisfies the following problem
Wy + a®Aw — i (w = p(1)P(t;w)ua,  (,t) € Q;
w(z,0) =w(z,T) =0, =z¢€
w(z,t)|s =0.

We multiply the equation by the function Aw(z,t) and integrate over the cylinder @). Taking
into account the nonnegativity of the function ¢;(¢) and the boundary conditions, applying
Holder’s inequality, we obtain the inequality [(Aw)?dz dt < 0. This inequality implies that the

Q

functions wq(z,t) and us(z,t) coincide almost everywhere in (). But then the functions ¢;(¢) u
¢2(t) coincide for almost of all ¢ from the segment [0, T]. The theorem is proved. o

Theorem 4.2. Let {ui(x,t),q1(t)}, {ua(x,t),q2(t)} be two solutions of the inverse problem II
such that w;i(z,t) € Wgy, ¢:(t) € Loo([0,T]), ¢:(t) = 0 fort € [0,T], i = 1,2. Suppose the
assumptions of Theorem 2.2 are fulfilled. Then the functions wi(x,t) and us(x,t) coincide

almost everywhere in @, the functions q1(t) and g2(t) coincide for almost all t from the segment
[0,T7].

The proof of this theorem is quite similar to the proof of Theorem 4.1.
Let

Wr, = {U(J;,t) s o(x,t) € Wi(Q), Av(x,t) € W%(Q),Vra[mg’%ax (;/Qvi (x,t) daz) < Ro}.

Theorem 4.3. Let {u1(z,t),q1(t)}, {ua(x,t),q2(t)} be two solutions of the inverse problem IIT
such that w;(z,t) € Wg,, ¢i(t) € Lso([0,T)), ¢:(t) = 0 fort € [0,T], i = 1,2. Suppose the
fulfillment of the conditions

N(z) € Lo(T), p(t) € C%([0,T]), f(x,t) € La(Q) N Loo(0,T; Lo(T));

(2 4
f0> 0, olcoRo) [N ey < min (3, 5 )

Then the functions ui(z,t) and uz(z,t) coincide almost everywhere in Q, the functions q1(t)
and g2(t) coincide for almost all t from the segment [0,T].

Proof. The function w(x,t) = uy(x,t) — ug(x,t) satisfies the following problem

wyy + a?Aw — g1 (H)w = ()P (;w)ug, (z,t) € Q; (29)
w(z,0) =w(x,T)=0, =z (30)

ow(x,t)|
v |, 0. (31)

Equalities (29) and (31) imply, in particular, the property

OAw(z,t)
Ov

—0. (32)
S
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Further, using the procedure for approximating the function w(x,t) by smooth functions while
maintaining the property (32), it is easy to show that the equality holds (formally obtained by
multiplying equation (29) by the function A%w and integrating over Q)

/(Awt)2 dxdt+a22/(szi)2 dwdt+/ q(t)(Aw)* dx dt =
Q i=1 7@ Q

:/ p(t) D1 (t; w) (iuggciwai) dx dt. (33)
Q

i=1
We obtain an estimate for the right-hand side of the inequality (33). Using the Cauchy-
Bunyakovsky’s and Hélder’s inequalities, the condition (32) and estimate

2
/(Aw)2 dx dt < T—/(Awt)2 dz dt,
Q 2 Jg

we obtain the inequality

/(Awt)2 dxdtJrazZ/(szi)dedtg
Q i=1 /@

1 3 -
< ZCLQTZWO(CORO)UQ||N||L2(F)/(Awt)2 dxdt+§a2§00(COR0)1/2HN”L2(F)Z/(Awwi)g dx dt.
Q i=17Q

This inequality and the conditions of the theorem imply the identities Awy(z,t) =0, Aw,, =0
for (z,t) € Q, i =1,...,n, and further follows the identity w(x,t) = 0 for (x,t) € Q. The last
identity means that he functions u; (z,¢) and us(x,t) coincide almost everywhere in Q. But then
the functions ¢ (t) u ¢2(t) coincide for almost of all ¢ from the segment [0,7]. The theorem is
proved. O

5. Comments and appendices

1. Let us show that the set of input data of inverse problems I—III, for which all conditions
of the existence and uniqueness theorems are satisfied, is not empty.

Let ug(z) and uy(z) be given nonnegative functions in 2 such that, in addition to the condi-
tions of Theorem 2.1, they satisfy the conditions

Oup(xz)  Ouy(x)
ov v

=0 for xzel, /

Q

uo(x) de = /Q up(z)dx = 1.

Similar functions exist. For example, ug(z) = aglp(x)]™°, ui(x) = aa[p(z)]™, where p(x) is the
distance from the point x € Q to the boundary I', mg > 3, m; > 3. The multipliers o and
are selected so that the required integral equalities hold. Or ug(x) and u;(z) can be finite in Q.

Let N(z) =1, u(t) =1, f(z,t) = folx), fo(z) <0, 2 € Q. Then

P(t) = —/ fo(@)dz = >0, ®(0,u9) = ®(0,u;) = 0.
Q
Obviously, the condition Ny < 1 of Theorem 1 will hold for small numbers T, the number Nj

can also be made arbitrarily small by decreasing the number 7. Hence, for the given functions
f(z,t), ug(x), ur(z), u(t) and N(z) for small T all conditions of the Theorem 1 will be satisfied.
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Condition Ng < 1 of Theorem 2.2 will be be executed if the functions ug(z) and u;(x) or the
measure of the region 2 are small, the condition for the number N; will be run automatically.

The non-emptiness of the set of input data for which all conditions of Theorem 2.2 are satisfied
is also easy to show. Take as ug(x), u1(z), N(z) and p(t) are identically constant functions, f(x,t)
is negative function in Q. Condition Ng < 1 of Theorem 2.2 will be be executed if the functions
uo(x) and wy(z) or the measure of the domain Q are small, the condition for the number Ny
6yner will be run automatically.

Conditions of Theorem 3 are satisfied for small numbers T, if the functions ug(z), ui(x),
N(x) and pu(t) are identically constant functions, f(z,t) > 0, (t,r) € Q and overdetermination
conditions hold.

Obviously, the conditions of the uniqueness theorems (Theorems 4.1-4.3) will obviously be
satisfied for small numbers Ry.

2. Inverse problems I-IIT can also be studied for equations that are more general than (1).
Thus, the Laplace operator can be replaced an arbitrary second-order elliptic operator with
variable coeflicients, into the equation (1) low-order terms with first-order derivatives can be
added. The essence of the results obtained is a more general form of the equation (1) will not
change, but the number of calculations will increase.

3. If the conditions of existence theorems are satisfied, then for solutions u(z,t) of inverse
problems I, II, or III it is easy to establish estimates for quantities defining the sets Wg, or WRO.
The constants in these estimates will be determined by the input data. Using further conditions
of the respective theorems of uniqueness, it will be easy to obtain theorems that give both the
existence and the uniqueness of solutions to inverse problems I, II, or III.

4. Conditions (3) or (5) in inverse problems I, IT, or IIT can be inhomogeneous. Assuming that
there are continuations of the given boundary data into the cylinder ) and using the technique
of proving Theorems 2.1-2.2, Theorem 3.1, it will be possible to obtain the solvability of the
inverse problems with nonzero boundary data.

The work is supported by the Russian Foundation basic research (grant 18-01-00620).
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OOpaTHbIe 3a/1a91 BOCCTAHOBJIEHUS MJIA/ IIIIETO
KOo3dPuIiimeHTa B JJINNTUIECKOM YPABHEHUN

Anekcanap . KoxkaHoB

WNucruryr maremaruku nm. C.JI. CoboseBa
Hosocubupck, Poccuniickast @eneparust
Hosocubupckuit ['ocynapcrBennbiii Y HuBepcuTer
Hosocubupck, Poccuniickast @enepariust

Tarbgauna H. ITInnuaa
Cubupckuit derepalibHbIl YHIBEPCUTET
Kpacnosipck, Poccuiickas @eneparnus

Abstract. Uzyvaercs pa3spemmMocTh 06paTHBIX 33/]a9 BOCCTAHOBJIEHNS HEOTPUIATEIBHOT0 Koadbduim-
enTa ¢(t) B 3/UIMOTUYECKOM ypaBHEHUU

up 4 a” Au — q(t)u = f(z,1)

(z = (z1,...,20n) € Q C R, t € (0,7), 0 < T < 400, A — oneparop Jlammaca, aeicTByomuit
10 TIEPEeMEHHBIM T1, ..., Tn). BMECTE C eCTeCTBEeHHBIMH sl SJLUTNTHICCKUX yPABHEHUN TPAHUYHBIMU
YCIOBUSIME B M3ydYaeMbIX 3aJ[adaX 3a/al0T TaKyKe OJHO U3 JOIMOJHUTENLHBIX YCJIOBUH — Jmbo ycaoBue
IIPOCTPAHCTBEHHOI'O MHTErPajbHOTO HepeonpeieeHus, 00 e yCJIoBHe I'PAHUYHOIO HHTErPaJbHOTO
nepeonpeeseHns. JJOKa3bIBAIOTCS TEOPEMBI CyIIECTBOBAHNS U €IUHCTBEHHOCTH DPelIeHNmi.

KuroueBbie ciioBa: 3/ TUNITHYECKIE YPABHEHUs], HEU3BECTHBIN KO3 (DUIUEHT, TPOCTPAHTCBEHHOE WH-
TerpaJjibHOE IIepeolipeieieHne, TPAHUYHOEe UHTErPAJIbHOE IIepeollpe/iesieHre, CyIeCTBOBaHNE, €JINHCTBEH-
HOCTb.
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