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Abstract. The paper considers the problem of identification for a source function in one of two equations
of parabolic quasilinear system. The case of Cauchy data in an unbounded domain and the case of
boundary conditions of the first kind in a rectangular domain are considered. The question of the
existence and uniqueness of the solution is studied. The proof uses a differential level splitting method
known as the weak approximation method. The solution is obtained on a small time interval in the class
of sufficiently smooth bounded functions.
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This work is dedicated to the memory of our teacher, Doctor of Physical and Mathematical
Sciences, Yuri Yakovlevich Belov, who was a recognized and famous specialist in inverse problems
of mathematical physics. A number of his latest papers were devoted to the study of solvability
of inverse problems for parabolic-elliptic semi-evolutionary systems of differential equations. To
study the existence of solutions to such inverse problems, Yu.Belov suggested using the well-
known e-approximation method. The essence of the method for a system of parabolic and elliptic
equations, for example, is to replace the elliptic equation with a parabolic one, which contains
a small parameter ¢ at the time derivative. The method was proposed by N.N. Yanenko who
suggested replacing the Navier-Stokes equations of a viscous incompressible fluid with equations
of the Cauchy-Kovalevskaya type with a small parameter €. Thus, as € approaches to zero, the
approximating equations become the original ones.

The main part of the mentioned works by Yu. YaBelov is devoted to the study of linear
parabolic-elliptic systems. The case when the unknown component of the source vector function
is in an equation that does not contain a small parameter, under the first and second boundary
conditions were studied in [1,2]. In [3], a one-dimensional system is considered, in which the
unknown component of the source vector function is in the equation containing the £ parameter.
In the case when the components of the vector function are unknown in each equation of the
system, the Cauchy problem and the first boundary value problem are investigated in [4].
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The research scheme in these works, as a rule, assumes that we first have to investigate the
solvability of the auxiliary approximating problem (in an unbounded domain with Cauchy data
and / or in a bounded domain with boundary conditions of the first or second kind), since these
problems are nonclassical problems for loaded equations, and investigate the necessary properties
of solutions that obviously depend on the parameter e. And then the second step is to obtain
estimates that will guarantee the convergence of the sequence of solutions of the approximating
problem to the solution of the original problem as ¢ approaches zero.

In this paper, a quasilinear system of two parabolic equations with one unknown coefficient of
the source function is considered. The question of a solution existence to this problem is studied.
This is a model problem in which the authors set the goal of working out the splitting algorithm
and obtaining a priori estimates for quasilinear systems, which is much more complicated than in
the linear case. It is also important to note that the system under consideration contains a small
fixed parameter € > 0, which does not affect the study of the question of a solution existence, but
allows using this system subsequently as an approximating model for the problem of identifying
the source function in a quasilinear parabolic-elliptic system.

1. Formulation of the problem and reduction it to the direct
problem

Consider in the strip Gjo.r) = {(t,z) | 0 < t < T,z € E;} the problem of determining
real-valued functions (u(t,z),v(t,z),r(t)), satisfying the system of equations

ue(t, ) + a11 (O)u(t, ) + a12(t)v(t, ) = prug(t,x) + v(t, x)u (¢, x) + ) f (¢, x),
evy(t, ) + a1 (H)u(t, ) + ase(t)v(t, ) = povee(t, ) + u(t, v)ve (¢, x) + g(t, ),

(1)

where ¢ € (0,1] is a const, with initial conditions
w(0,2) = up(x), v(0,2) = vo(x), (2)
and the over determination condition

u(tw%'o) = (p(t), (3)
where () is a given function on [0,7], 0 <t < T, 2° is a fixed point.
System (1), for example, can be an approximation of the parabolic-elliptic system of equations
U (t,x) + arn (D)ult, @) + a12(t)0(t, 2) = pllaa (b, x) + 0(¢, 2)Ua(t, x) + 7(8) f(t, 7),
a1 () (t, ) + a2 (t)0(t, ) = poy(t, ) + al(t, )0, (¢, x) + g(t, ).

Note that the study of the behavior of the solution when ¢ approaches zero is beyond the
scope of this study, and in our work € is a nonnegative fixed constant.

Let the functions a;;(t), i, j = 1,2, be defined on [0,7] and let the functions f(¢, ), g(t,z)
be defined on Gg 7. Let p1, p2 > 0 be given constants.

Let the relationship

|f(t,2°)| = 6>0, te€[0,T] (5 isa const) (4)

hold.
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Assume that the following consistency condition is fulfilled

uo(2°) = ¢(0). ()

Reduce the inverse problem (1)-(2) to an auxiliary direct problem. In system (1) we set

SC:.’,EOS

@' (t) + ann (D) (t) + ar2(t)v(t, 2°) = pues(t,2°) + v(t, 0 )ua(t, 2°) + () f(t,2°),

evg(t, 20) 4+ az1 (1) (t) + age(t)v(t, 2°) = poves(t, 2°) + @) va(t, 2°) + g(t, 2). ©
From (6) we obtain
() = P(t) 4+ argv(t,2°) — u}qz?:i(t))xo) — o(t, o)ug(t, 2%) )
where (t) = ¢/ (£) + a11 (t)¢(t) is known.
Substituting expression for 7(¢) in (1) we obtain the following direct problem:
wy(t, ) 4 a1y (Out, z) + arp()v(t, ) = prtee (t, ) + v(t, 2)ug (L, z)+
LY + aa(B)o(t, 2% — /;1(2150(;7 %) — v(t, 2%)uq (t, 2°) f(t,2), ®)
eve(t, ) + ag (t)u(t, ) + aga(t)v(t, ) = pove.(t, ) + ult, z)v. (¢, ) + g(t, x),
u(0, z) = uo(x), (9)
(0, 2) = vo (). (10)

2. Proof of solvability of the problem (1)—(3)

To prove the existence of a solution to the auxiliary problem (1)—(3), we use the weak ap-

proximation method [5,6]. We split the problem (8)-(10) and linearize it by shifting in time

T

by —.
Y1

uf (t,x) = dpul, (¢, x),

. o1 (11)
evf (t,0) = dupvi, (tw), JT<t<|j+ 7)™
uf (t,z) + day1 (t)u” (t,xz) =0,
1 1 (12)
ev] (t,x) + dag ()07 (t,z) = 0, jJrZ T<t< ]+§ T,
u (t,x) = 407 (t - %,m) ul(t, ),
) =t (1 Do) oza), (743 )r<e< (4 13
evf (t,x) = 4u 1 %) va(t @), Jtg)T <litg)m
ul (t,2) + daya () (t — i ) =
B R T e A I T o Bt S et O PO
f(t, x0)
T .3 .
evf (t,x) +4a21(t)u7(t— Z,x) =4g(t,x), <] + 4) T<t<(j+1)T,
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u’ (t, )]e<o = uo(z), (15)
v (t, ) |ico = vo(x). (16)

Here j =0,1,...,N—-1; TN =T.
Concerning the input data, assume that they are sufficiently smooth, have all continuous
derivatives occurring in the next lower relations of (17)—(19) and satisfy them:

la; ()| < C, i=1,2, j=12, (17)

ak‘ k dk dk
e/ 00|+ | P + | pu)| + | ool < k=0op6 ()
p®l+ | 0] <C (t2) € G, (19)

Below, for convenience, we consider some proofs assuming that the constant C' is greater than 1
and that the constant p > 6 is an even number.

For the solution u” (¢,x),v" (¢,x) of the split linearized problem (9)—(12) are obtained a priori
estimates uniform in 7 for j =0,1,...,p+1, k=0,1,...,p, (t,2) € Gjo,7y

gr+4
,
Hpprati (62)

"

g Oa (t,l’) € G[O,t*]a (20)

where t* does not depend on 7 and depends on ¢.

By virtue of the (20), the theorem of Arzela [7] and the convergence theorem of the weak
approximation method [6], it follows that the limit functions u(t,x),v(t,x) for 7 — 0 are a
solution to the direct problem (8)—(10), and u(t, x),v(t, ) and r(¢,z) defined by relation (7) are
solutions of problem (1), (2).

The uniqueness of the found solution is proved in a standard way, by obtaining estimates
showing that the difference of two possible solutions in G .+ is equal to zero.

The following theorem gives sufficient conditions for the existence and uniqueness of a solu-
tion.

Theorem 2.1. Let the conditions (4), (5), (17)—(19) hold. Then there exists a unique solution
u(t,x),v(t,z),r(t) of problem (1)—(3) in the class
Z(t*) = {u(t,x),v(t, a:),r(t)|u(t,as) € 0151,7:%')+4(G[0,t*])vv(ta QZ‘) € Ctl,f+4(G[0,t*])7
r(t) € C([0,£7])},

and the following relations hold

5 ('u@ )

k

0
<
+ ’axkv(t,x) < C(e),

‘vtm)

0
)+l @llene + | e
(t7.1') € G[O,t*]' (21)

where

ok

Cg7f+4(G[07t*]) = {’U/(t,x”Ut S C(G[O t* ) a %

Zue C(Gps)s k:O,...,p+4}.

Obviously, the solution depends on the constant ¢, just as the constant C(¢) depends on &
and the input data.
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3. Periodicity

In the domain Q¢ = {(t,z) | 0 < t < t*, 0 < z < [} consider the boundary value problem

ug(t, ) + ar1 (H)u(t, ) + a12(t)v(t, ) = prug.(t, ) + v(t, ©)us (t, ) + () f(t, ),

evg(t, ) + ag1 (t)ult, ©) + aga (t)v(t, ©) = povee(t, ) + u(t, z)vg(t, ) + g(t, ), 22
€ is a const, € € (0,1],
u(0,2) = uo(x), « €][0,1], (23)
0(0,2) = vo(z), x€[0,1], (24)
u(t,0) = u(t,l) =v(t,0) =v(t,1) =0, ¢e€]l0,t], (25)
u(t,z%) = p(t), 0<z<lI, (26)
ug(z°) = ¢(0) (27)

Let us extend the functions ug(x), vo(x), f(¢,x), g(t,x) to the segment [—I,]:

uo(x) = —up(—xz), for—Ii<z<0,
vo(x) = —vo(—2x), for—1<z<0.

Then we continue the functions from [—[,!] to # in a periodic manner.

Extend the functions f(¢,z) and g(¢,z) from [0,¢*] x [0,{] to [0,%*] x R to periodic and odd
in x functions.

Note that the functions ug(z),vo(x), f(t, ), g(t, z), according to the construction method,
satisfy the conditions:

uo(—x) = —up(xz), uo(l—2x)=—ue(l + x), (28)
vo(—x) = —vo(x), wvo(l —x) =—vo(l + z), (29)
ft,—z)=—f(t,z), [f(t,l-=z)=—f(t1+x), (30)
g(t,—z) = —g(t,x), g(t,l—x)=—g(t,l+2), (31)

The functions wug(x), vo(x), f(t, ), g(t,x) continued in this way are used as the input data for
the Cauchy problem

up(t, ) + a1 ()u(t, ) + a12(t)v(t, ) = prue (6, x) + v(t, 2)ug (¢, x) + r(t) f (¢, z),

(32)
evi(t, ) + ag1 (u(t, z) + ag (v (t, ) = povea(t, ©) + ult, ¥)va(t, ) + g(t, ),
€ is const, € € (0,1],
uw(0,2) = up(z), x € (—o0,+00), (33)
v(0,2) = vo(z), x € (—o00,+00). (34)
Split the problem (32)-(34):
uj (t,z) = 4paul, (¢, x),

. 1 (35)

Ev;r(tvx) = 4M2U;z(t,x), JT<t< |J+ 1 7,
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uj (t,x) + 4ar1 (t)u" (t,x) = 0,

1 1 (36)
ev] (t,x) + dag ()7 (t,z) =0, j+1 T<t< _]+§ T,
uj (t,x) = 407 (t — i,x) ul(t,x),
fte) = (1= Toa) ozt (G4 )r<t< i+l (37
ev] (t,x) = 4u &)t g7 <litg)m
uf (t,x) + dag2(t)v™ (t — i,x) =
_ 41/1(15) +ap)v(t—%,2%) — pul, (t— 5, 2°) — o7 (t = T, 2%)ul (t — 7, 2°) f(t.2),
f(t, %)
T .3 .
ev] (t,x) + 4ag (t)u” (t - Z,x) =4g(t, ), (] + Z)T <t<(G+1)T,
(38)
uT(Oax) = UO(w)v (39)
07 (0,2) = vo(x). (40)
Let u™(t,x), v"(t,x) be a solution to the split problem. Let us show that u”(¢,x), v™ (¢, x)

satisfy the conditions
Wt —a) = —uT(t,2), W (t1—z) = —uT(t,1+2), (41)

T (t,—x) = —vT (t,z), V(¢ 1—x)=—v"(t, ]+ x). (42)

At the first fractional step, using the integral representation, we obtain

o= [ o) e g (13)
ul(t,x) = u e~ 1Zmt dg.
oo 0 4/mtpy
o= [ @) e T e (44)
v , L) = (3 e mot .
oo 0 4y/Ttpo
Let us check the first conditions from (41) and (42)
, . Foo 1 _@=0?  _(@+e)?
u"(t,—x) + u" (¢, x) :/ uo(§) 4\/7T/Al(e 2t e 12e1f )dE. (45)
. . oo 1 _@0? _(@io?
v (t,—x) + 0" (¢, x) :/ vo(f)4m(e Ziat 4 e 12aat )dE. (46)

The integrand changes sign when ¢ is replaced by —¢&, therefore, the integrals are equal to
0. The second conditions from (41) and (42) are verified similarly by replacing n = | — & the
variable of integration.

At the second fractional step, u” (¢, x), v" (¢, z) have the form

t
4 [ aii(n)dn
I

T T T

g ta =u’ (77 ) ) a5 t < Rl 47

u (t,r) =u %) 5 < 1 (47)

o (Z x) 64%@2(77)&7 T T (48)
I - 47 9 2 X 4
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Consequently,
u(t—a:)—i—u(tx)—_(u (f—x>+u (a:))ej{u() —<t< -
) ) ]7 ]7 ) 2 ~ ]’
v (t —I>+U(t$)_(v (T —x)‘H) (T x))f{ o Tl
’ ’ 4, 47 ’ 2 = 4.

The conditions (41) and (42) follows from the first fractional step.
At the third fractional step, we use Lemma, 1.

Lemma 1. Let the function u(t,x) be a solution to the equation u; = a(t,z)u, in the domain
D = {(t,z)[to < t < t1,x € R} with the initial condition u(ty,z) = ug(x). Let the function

(a,t,x) satisfy the Lipschitz condition in x and the relations
a(t,c+x) = —a(t,c —x), wup(c+z)=uo(c—x), «cisa const
hold. Then the function u(t,z) satisfies the relation u(t,c+ x) = —u(t,c — ).

The proof of Lemma 1 is presented in [8].
Where do we get the fulfillment of the conditions (41) and (42).
At the fourth fractional step, we get

t

u” (t,x) = uT(?ZTT,x) +4/3i(a12(77)v7(n - ix)—i—

v(n) +at)v”(n—2,2°%) — pul, (n—%,2°) —o7(t — %, 2%)ul (t — %,2°)
+ 4 f(n,x°)4 4 L f(n,x))dn,

o) = (32) 44l [ (anatir (- T2) + o020 an,

£

Let us check the first conditions from (41) and (42)

3T 3T
u(t—a) () = o (S a) (S —e)+

+4/;(a12(n) (’UT(T] - %,m) —Hf(n - %, —:B)) +

N () + a7 (n — §,2°) — paug, (n — §,2°%) — o7 (t — §,2°)ug (t — 5, 2°) o
f(n,x0)

- (3T 3T
vt =) + () = o () + o7 (o) +

I T T
+ élg/3 (a21<’l7) (uT (77 _ Z,x) +u” (77 -1 —gg)) + (g(n,x) + g(n, —x))) dn = 0.
e
The second conditions from (41) and (42) are obviously also satisfied.
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We have proved that the conditions (41) and (42) are satisfied at the zero integer step.
Arguing in the same way at the next steps, we obtain that the conditions (41) and (42) are
satisfied for all ¢ € [0,¢*]. Substituting z = 0 in (41) and (42), we get

uT(t,0) = u" (1) =0, te0,t"] (55)

v7(t,0) =07 (¢,1) =0, tel0,t7] (56)

Theorem 3.1. Let conditions (28)-(31) and the conditions of Theorem 1 hold. The components
u, v of the solution (u,v,r) to problem (1)—(3) are periodic functions in the variable x with period
2l and satisfy

0?mu(t,0) 92 Hlu(t,l)  92mHlu(t,0) 92 Hlu(t,1) p+4
= = = = = 1 P T
Oz2m Ox2m Ox2m Ox2m 0, m=0,1,..., 2 (57)
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O pazpenmmMocTu 3aaa49u njaeHTuduKaum QyHKIINN
MCTOYHNKA B KBa3sWJIMHEHOI ImapadojimiecKoii cucreme
ypaBHEHUiII B OrpaHUYE€HHbIX 1 HEOIPAHMYEHHBIX 00JIaCTIX

Bepa I'. KonbiioBa

HUrops B. ®@posieHKOB
Cubupckuii dheepabHbIil YHUBEPCUTET
Kpacnosipck, Poccuiickas Pejrepariust

Amnnoranusi. B pabore paccmarpuBaeTcs 3a7ada UIeHTHMOUKAINN (PYHKIUY UCTOYHUKA B OHOM U3
JIBYX ypaBHEHUI KBa3UJIMHEHHONW CUCTEMBI ABYX IapaboIndecKux ypaBHeHnit. PaccmarpuBaercs cirydait
naHHBIX Komm B HeorpaHm4yeHHO# 00J/IaCTH, a TaKXKe CIydail KpaeBbIX YCJIOBUU IIEPBOrO pOJa B IIps-
MOYTOJIBHOM obstactu. V3yvueH BOIpOC CyIIeCTBOBAHUS W €IWHCTBEHHOCTH perteHus. Jlas mokasaresb-
CTBa WCIIOJb3YEeTCsS METOJ PACIIENIeHNs Ha JuddDEPEHITNAILHOM YPOBHE, N3BECTHBII KaK METO/T CIaboi
anmnpokcuMalu. Perrenre moyiydeHoO Ha MaJjioM BPEMEHHOM HHTEPBaJie B KJAcCe JIOCTATOYHO IVIAJKUX
OTpPaHUYEHHBIX (DYHKIHIA.

KuaroueBrle ciioBa: obpaTHas 3a3/a4a, CUCTEMa KBA3W/IMHEHHBIX YpPaBHEHWI, ompejesieHrne OYHKIUN
UCTOYHMKA, METOJ, CJ1a00i alIIPOKCHMAIIAN, MAJbIil ITapaMeTp.
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