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Conditions for Convergence of the Mellin-Barnes Integral
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In the article we consider the Mellin-Barnes integral that corresponds to a monomial function of a
solution to a system of n algebraic equations in n unknowns. We obtain the necessary condition for the
convergence domain of the integral to be non empty. For n = 2 we prove that this condition is also
sufficient.
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Introduction

In 1921, H.Mellin [1] obtained a formula for a solution to the general reduced algebraic
equation
yr iy 4+ apy™ —1=0. (1)

He represented its solution y(z) = y(z1,...,2p) as a multiple integral (a Mellin-Barnes inte-
gral [2]), and as a power series of hypergeometric type as well.

Moving towards the case of a system instead of one equation (1), I. A. Antipova [3] follows
Mellin’s approach to obtain a solution to lower triangular system of algebraic equations, where
the first equation depends only on the first unknown y;, the second one on y;, y2, and so on,
and the last one depends on all n unknowns y1,..., Y.

In the paper we consider a reduced system of n equations

y}nj—&— Z xE\J)y’\—lzo,j:L...,n, (2)
AeAW@)
in n unknowns y = (y1,...,%n), where the set of exponents AU) C 7Y is fixed, and all the

coeflicients a:g\j ) are variables. We naturally assume that the set A in the jth equation does
not contain points A = (0,...,m;,...,0) and A = 0, which are the exponents of the singled out
monomials y;nf and 3" with the fixed coefficients 1 and —1. By algebraic manipulations any
system of polynomial equations in n unknowns can be reduced to the form (2) [4].

A power series for the solution to (2) (more generally, for the monomial function y* of the
solution) was obtained in [5]. The case of the Mellin-Barnes integral for the solution is more
difficult. The goal of this paper is to find a criterion for the convergence of the hypergeometric
Mellin-Barnes integral for the solution to the system (2).
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Denote by A the disjunctive union | JAY), and let N be the number of coefficients in the
system (2) (i.e. the cardinality of the set A). The exponents X of the monomials y* = y;* ...y

in the system (2) can be represented as a (n x N) matrix
O =\, AN,

where A\* is a column vector from A. It is assumed that in each equation the order of the columns
A is arbitrary but fixed. The elements A € A are indices for the coordinates of vectors x = ()
of the system coefficients. Denote the space of all coefficients by CV.

Note that @ naturally splits in blocks corresponding to AU), therefore each its row ; is the
sequence of the vectors goz(l), ceey win)

A formal integral formula (without studying its convergence) for the monomial y#, p > 0, of
the solution to the system (2) appeared in [6]. After some tranformations the expression for the

y* can be written as

[ I 0 () T (- e
(27rli)N / ]nl)\EA<(J)< ) ( >>Q(u)x“du, "

y+iRN H r

11 Llppuy+ ¥ u +
]:

AEAG)

where 7 is from the polyhedron

N
{u € R(>0)a <90.7'?u> < Mj}a

and Q(u) is the following polynomial

Qu) = — 1 85 (1j — (g, u) + <<p§»i),u(“) !

miy...Mp

ij=1

Theorem 1. If the convergence domain of the integral (3) is non empty then all the matrices

1 n
Al
AL

, , NT ,
where each column vector \9) = (/\gj) . )\gf)) runs over the corresponding set AU) | is positive
definite.

The proof of the theorem is given below in Section 1.
In Section 2 we prove that for n = 2 this condition is also sufficient.

1. The necessary condition for convergence of the integral
for the solution to a system of algebraic equations
Here we give the proof of theorem 1. We use the description of the convergence domain for

a Mellin-Barnes integral due to L. Nilsson, M. Passare, and A. Tsikh [7]. For the integral (3) we
should consider the function

g(’U): (])‘+Z‘ @]7

J=1 X eAl)

|-3 |- 5 o)

Jj=1 AEAG)
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where v = (v&j )> is the imaginary part of u = (uE\j )) in (3). In this case the convergence domain

of the integral (3) is defined by the following conditions on the arguments Qg\j ) = arg xg\j ) of the
variable coefficients x&j) of the system (2):

(v, 0)] < Sa(), (5)

where {v,} is the set of vectors that generate the fan K, corresponding to the decomposition of
RY by N coordinate hypersurfaces

v =0, AeAD j=1,....n

and 2n hypersurfaces

<<Pj,71> = 07 Z ’Ug\j) -

1 .
—(pj,v) =0, j=1,...,n.
AEAW) M

Thus, the necessary and sufficient condition for the convergence of the integral is the condition
g(v) > 0 for v #£ 0.

Our integral contains a polynomial factor Q(u), therefore we begin with the following propo-
sition.

Proposition 1. The convergence domain of the integral (3) does not depend on the polyno-
mial factor Q(u).

Proof. By using polylinearity of determinants, we write Q(u) as

Qu) = _ det

my...,Mp

- i TT (s = G5, ud) det [ (012, u®)

ritel '
Note that the determinants in this expression are linear with respect to each ug\j ), SO we can
write Q(u) as a sum of expressions of the form

const H (ur — {pr,u)) uf\i<1i)1) . .ug\lg?l).
kgl

Then the integral (3) is the sum of integrals of the form

T T () 1T (& = Leyw)
const / J=1 e AW j=1 7 /
(2mi)N

X

T HIRN 1r<:,g,,1j<soj,u>+ ) u&”+1) 6)

J AEAG)

< [T (o = (oru)) i), - ) o= du.
k¢l

Apply the identity 2T'(z) = T'(z + 1) to these integrals, then the integrals (6) lose polynomial
factors, but the linear homogeneous parts of arguments of the Gamma functions remain the
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same. Thus we see that the polynomial Q(u) does not affect the convergence domain of the
integral (3). a
Now we proceed to the proof of Theorem 1.

Note that the set of vectors {v1,...,v4}, which generate the fan K, is the direction vectors
for the lines that are the intersections of all possible independent subsets of NV — 1 hyperplanes
from the list above. In practice, we can obtain such vectors as vector products of the normal
vectors to these hyperplanes. Then the scalar product (y;, v) is nothing else but the determinant
made up from N — 1 normal vectors to v and the vector ¢;.

To prove that all principal minors of the matrix (4) are positive we use induction on the order
k of these minors.

Note that the set {v1,...,v4} includes all the basis vectors e ,AeAD i =1,... n By

definition of v, the coordinate of the vector ¢; on the position )\(’) is )\j ), therefore

n i) n )\( i) (2) (@)
3 R I et REed 2 R e

Since, by the theorem assumption, the polyhedron (5) is non empty, we have g( ) > 0, which
(@) . ,
' sign, i.e. )\EZ) > 0 for all A € A, This proves that all

implies tha
m;
principal minors of order 1 of the matrix (4) are positive. This constitutes the induction base.

Assume that all principal minors of order k of the matrix (4) are positive. Consider the direc-
tion vector v for the line obtained by the intersection of N — (k + 1) coordinate hyperplanes and

hyperplanes (¢;,,u) =0,...,{(gj,,u) = 0. What is important here is that this set of coordinate

) eY) and a hyperplane

hyperplanes does not include the hyperplanes orthogonal to ey, ... e,

orthogonal to some eg\i)s), SFE J1ye-,8 F Jg-
Let us compute the function g at the point v. The coordinates vg\j) = (v, e&”}
() (41) (Jk) (s)

to zero for all ey except for e7’, ..., ey’ and e,., the scalar products (p;,v) are also equal to

zero for all j = j;,...,jx. Denote J = {j1,...,jx}, and J = {1,...,n} \ (JU{s}), then

of v are equal

1
g@) =[] + vl Z‘ (g0 ‘ (par v)| =
peJ s
1
ﬂw—m> o] - Z [t
peJ
This simplifies to
e | e L
g(’U) ‘ )\(e) +’ms <§03,'U> UA(S) M <§05,'U> .

Given the fact that v is the generalized vector product of N — 1 vectors, its coordinates
are minors of order N — 1 of the matrix made up from the normal vectors to the hyperplanes.
Hence the scalar product (¢;,v) can be written as a determinant of order N. Thus we have the
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following expression for g(v)

(J1) (Jx) (s)
AGD A6 I Ajf Ajl
det : . : + |det ’ —
: ) : (1) ( (5
)\(jl) )\(]k) A]il . )\ Jk) A
Tk T Tk )\gjl) o )\(Jk) )\(g)
(41) (J (s)
NGOG AR Vf gl
J1 J1 .
| det g - . — det )\(vjl) o )\(Jk) /\( s) ’
)\(_Jl) o /\(Jk) Jk
Ik Ik /\gh) . /\(Jk /\( )

therefore the positivity of g(v) yields the principal minor of order (k + 1) must have the same
sign as the principal minor of order k, which is positive by the induction hypothesis

2. The criterion for the convergence of the integral (3) for
n—2

In this section we prove that for a system of two algebraic equations the necessary condition
for the convergence of the Mellin-Barnes integral is also sufficient

Consider a system of two algebraic equations in two unknowns y1, ys
(1) (1)
i+ Z 2Ny gy —1=0,

MO (7)
Yyt + Z x(z)yl yg —1=0.

The Mellin-Barnes integral corresponding to the monomial function y* of its solution is the
integral over the imaginary subspace « + iRP1 P2 of

0110 (o) P (= o) 7 (42 - 2 0.0) Qo
P (2 = D) + [u®]+ 1) T (£2 = L(gu)+ [u®]| +1) o

Theorem 2. The domain of convergence of the integral (8) is non-empty if and only if all the
exponents a( ), ﬂ(z) and all determinants A;; = a§1)6§2) — a§2)5£1) are positive.

Proof. Taklng into account Theorem 1, we only need to prove that positivity of all these
minors is sufficient for the convergence of the integral.

For our integral the function g(v) has the form

9(v) = Z\ O+ o) - Z "

—av)Jr

P2 @ 1 P2 @ 1
2 2
+Z|vj |+7|<ﬂav>|7 Zv] - <ﬁav> .
: m2 : ma
j=1 j=1

It can be easily seen that g(v) is a sum of two expressions and each of them is non-negative
by the triangle inequality. Hence g(v) is non-negative, moreover g(v) = 0 if and only if both
these expressions are zero. This happens if and only if in each group
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. 1
1) {UO)’ L= 1a~~~7p1}7 *m71<aav>;

) 1
2) {UJ(-Q), j= 1,...,p2}, —m72</877}>7

all the elements have the same sign.
Thus, for g there are four possibilities:

1) all elements in both groups are non-negative;
2) all elements in both groups are non-positive;

3) the elements of the first group are non-negative, and the elements of the second group are
non-positive;
4) the elements of the first group are non-positive, and the elements of the second group are

non-negative.

Now we shall consider cases 1 and 3, since cases 2 and 4 are similar to them.
1. In this case we have a system of inequalities

vj(, > 0, J=1...,p1,
Uj(_z) >0, J=1...,p2,
~{a,0) >0,
—(B,v) 2 0.
We multiply inequalities v§1) > 0 by non-negative constants a§-1), ji=1,...,[k],...,p1, and
inequalities v§2) > 0 by non-negative constants 045-2), j=1,... pa. After that we add the resulting

inequalities to the inequality —(«,v) > 0. As a result, we obtain
—a,(;)v,(:) >0,
which in combination with the inequality v,(:) > 0 and positivity of a,(cl) gives v,il) = 0 for all
k= 17 ey P11
Similarly we obtain the inequality

_515;2)1]](@2) 2 07

together with v,(f) > 0 and ﬂ,(f) > 0 it gives v,(f) =0forall k=1,...,ps.

Thus the system of inequalities has the only solution v = 0.
2. Let us prove that the only solution to the system

v >0, i=1,....m
P20, j=1....p
~{a,v) >0,
(B,v) > 0.

isv=0.
First p; + p» inequalities of the system define an orthant U in RI?I
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Ui={" 205=1,....p,—0 20,5 =1,....p}.

. : ; , A Pi .
Let 70) = (71(3),...71(;?)) € RY, such that [7()]| = Y Ti(J) =1, j=1,2. Then the orthant U
- i=1

can be represented as a union of two dimensional sets

U=JL-,

where

L, = {v e RIP . vj(l) = tlTj(l),j =1,...,p1,

2 2) .
v]( ) :fth]( ),j :1,...,p2,t€R2>O}.

Consider the restriction of the inequalities —(c,v) > 0 and {3,v) > 0 to L, to get the system

t1 =0,
t2 > 07
_t1<a(1),7(1)> + t2<a(2),7(2)> >0,
t1 (80, 70) — 1,5, 7)) > 0.

Introduce two non-negative parameters si, so and rewrite the system of inequalities as
t1 20,12 > 0,
S1 > 07 52 2 07
—t1(a®, 7MY 4 t5(a@, 73)) = 5,
t1 (B, 7MWy —1,(8P) 7D = 5.

We solve this system using Cramer’s rule and find
—51(8D, 7)) — 53(a®, 7))
(@) 7Y 7)) — (o) @) (3D 1))’

—sa(a™), 7D) — 51 (0, 7))
(@@, 7Y (3@ 7®) — (@, 7@) (D, 7))’

t1 =

ty =

Since
PRC RN

(a® 7Yy (@) 7(2) L W 3
6j k

_ W
(B, 70y (3@ @) | T DT T >0

and t; > 0,t2 > 0,51 > 0,585 > 0, the only solution to the obtained system of inequalities and
equations is t1 = t5 = 0, and v = 0.
Thus in the inequality

[(0.0)] < F9(v)

that defines the convergence domain for the integral the right hand side is always non-negative
and equals zero only if v = 0 It follows that convergence domain of the integral is non empty. O]

This research was supported by the Russian Foundation for Basic Research under project
no. 14-01-31265 mol_ a.
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YcaoBusa cxoammMmocTu nHTerpaJjia Mennnaa-bBapHca
JJi penieHusl CUCTeMbl ajiredpandecKnx ypaBHEHUI

Baagumup P. Kynukos

B cmamwe paccmampusaemes unmezpas Measuna-Baphca, coomsememsayouuts MoHoMuarbhot @yrk-

YUY PEWEHUA CUCTEMDL T AA2e0PAUMECKUT Ypashenull om n Heudsecmhuwux . Hatideno neobrodumoe ycao-

8UE MPU KOMOPOM UNME2PANA UMEEM Henycmylo obaacmv crodumocmu. as n = 2 nokazano, 4mo npu-

sedenmoe YCcnosue ABAACMCA TMAKIHCE U docmamouHbiM.

Karouweswie caosa: anzebpauseckue ypasuernus, uwmezpas Measuna-Baprca, crodumocmo.
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