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We investigate an application of slowly varying functions (in sense of Karamata) in the theory of Galton-
Watson branching processes. Consider the critical case so that the generating function of the per-capita
offspring distribution has the infinite second moment, but its tail is regularly varying with remainder. We
improve the Basic Lemma of the theory of critical Galton-Watson branching processes and refine some

well-known limit results.
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1. Introduction and preliminaries

A conception of slow variation (or more general — regular variation) was initiated first by Jovan
Karamata in [7,8]. Zolotarev [15] one of the first demonstrated an encouraging perspective of
application of the conception of slow variation in probability theory, in particular in the theory of
stochastic branching processes. Afterwards Slack [13,14] and Seneta [9], [10,12] prove principally
new limit theorems for branching processes using slowly varying (SV) functions. Remind that
real-valued, positive and measurable function ¢(x) is said to be SV at infinity in sense of Karamata
it {((Ax)/l(x) — 1 as © — oo for each A > 0. A function V(z) is said to be regularly varying at
infinity with index of regular variation p € Ry if it in the form V(x) = 2”¢(z), where {(z) is SV
at infinity. We refer the reader to [1,3] and [11] for more information.

Let F(s) = > p;s’ denote an offspring probability generating function (PGF) of Galton-
Jj€No
Watson (GW) branching process, where Ny = {0} UN and N = {1,2,...}. Supposing that

po > 0 we consider the case when the mean per-capita offspring number Y jp; = 1, that is the
JEN
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process is critical, see [2]. Moreover we assume that PGF F(s) for 0 < s < 1 has the following
representation:
1
F(s)=s+(1—-s)'"L (> , (1)

1-s
where 0 < v < 1 and L(¢) is SV at infinity. By the criticality of our process the condition (1)
implies that the second moment F"(1—) = co. This includes the case F"'(1—) < oo when v =1
and L(t) = F"(1-)/2 as t — oo.

Let Z, be the population size in n-th generation. Process evolution is characterized by
transition probabilities P;;(n) := P{Z, = j|Zyp =14}. In this interpretation p; = P{Z; = j}
provided that P{Zy =1} = 1. A PGF

F,(s) = Z Pyj(n)s?
Jj€Noy
is the n-fold iteration of F(s), see [2]. Further by the symbol H# = min{n : Z, =0} we denote
a time of extinction of GW process. Write R,(s) := 1 — F,(s) and needless to say Q, :=
P{H > n} = R,(0).
The following theorem is known.

Theorem S [14]. If the condition (1) holds then
lim P{Q,Z, <z |H>n}=0G(z),

n—oo

where G(x) has the Laplace transform

Vo) =1-(1+6)""".

By arguments of Slack [14] one can be shown that if the condition (1) holds then
Quc <an> ~ % as 1 - oo. 2)
Slack [14] also has shown that

F,(s) — F,(0)

Un(s) = Fo(0) = Fo1(0) — U(s) as n— oo, (3)
for 0 < s < 1, where U (F(s)) = U(s) + 1 and
U(s) = L+o(l) as s T 1.

S v(1—s)"L(1/(1—2s))
Combining (1), (2) and (3) we have
R (s)
Q@n

So we have proved the following lemma as a generalization of the assertion (2) for all s € [0,1).

(o) ~ U(s) 1= 1=

:|V’I'L as n — oQ.

Lemma 1.1. If the condition (1) holds then

_ N0 Un(s)
Bals) = (Vn)l/” . [1 ~n } ’
where the function N'(x) is SV at infinity and
N(n)- L' ((3’\72;;”) — 31 as n— oo,

and the function U, (s) enjoys following properties:

— 52 —



Azam A.Imomov and Erkin E. Tukhtaev Application of Slowly Varying Functions with Remainder

(i) U,(s) =U(s) (1+0(1)) as n — oo,
(#i) limgy1 Uy (s) = vn for each fized n € N,
(#ii) Un(0) =0 for each fized n € N.

We obtain the Lemma 1.1 by more simple proof rather than as shown in [6]. This lemma is
called the Basic Lemma of the theory of critical GW branching process. The following lemma
established in [6] is differential analogue of Lemma 1.1

Lemma 1.2. If the condition (1) holds then

OR.(5) _ (Rn<s>>”” £(1/Ru(s)
0s 1-—s L(1/(1-23))

Since L(z) is SV-function we can write

L ()
L(x)

for each A > 0, where a(z) — 0 as ¢ — co. Henceforth we suppose that some positive function
g(z) is given so that g(z) — 0 and a(z) = o(g(x)) as x — co. In this case L(z) is called SV
with remainder, see [3, p. 185, condition SR3].

We devote this paper to improvement of the Lemma 1.1 provided that the condition (4)
holds with given a(z). Subsequently of this we will improve the Lemma 1.2 and define a speed
rate in some well-known limit theorems from the theory of critical GW branching process.

=1+ a(x) (4)

2. Improvement of the Basic Lemma and results

Everywhere in this section we suppose the condition (4) holds. Write

Note that the function yA(y) is positive and tends to zero and has a monotone derivative for
y € (0,1] so that yA’(y)/A(y) — v as y | 0, see [3, p. 401]. Hence we can write

yA'(y)
A(y)

where §(y) is continuous and d(y) — 0 as y | 0. Integrating this equality we obtain

=v+4(y),

Y 5(u
A(y) = poy” eXp/ %dw
1

We have considered that A(1) = £(1) = po in last step. Therefore we have

Y
L <1> = po exp/ Malu.
Yy 1 u

Changing variables as u = 1/t in integrand gives

Te
L@ =mexp [ W, (5)
1

where £(t) is continuous and () — 0 as t — oo.
It follows from (5) and (4) that
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Az
£(z) = exp/ @dt =1l4+a(z) as z— o0
for each A > 0. Hereof
Az €(t)
/ Tdt =In[l+a(2)] = a(z) + O (a*(z)) as z— .

Using the mean value theorem in the left-hand side of this equality we can be convinced that

e(z) = O(a(z)) as x — oo, (6)
Further we will consider a case when
alz)=o (LXZC)) as T — oo. (7)
T

Denote
Py)=1-F(—-y)=y—yA(y).
In pursuance of reasoning from [14] we obtain the following asymptotic relation:
1 1
Alo(y)  Aly)

where 6(y) is continuous function so that §(y) — 0 as y | 0, see also [3, p. 401].
Further discussions allow us to estimate the tail-part §(y) in (8). At first we will prove the
following lemma.

=v+4(y), (8)

Lemma 2.1. Let conditions (1), (4) and (7) hold. Then

1 1
Ll—|=L[-)14+0(A as y 4 0. 9
(507) =£ (G ) a+oen w v )
Proof. Since the function L£(xz) = a”A (1/x) is differentiable, by virtue of the mean value
theorem we have
x B L (1—-0A xA
ﬁ(l—A) £(x)£<1_Am> TN (10)

where A := A(1/z) and 0 < # < 1. From integral representation (5) and considering (6) it

follows that (u 204
L'(u) = ﬁ(u)(T) =0 (ii)) as u — oo. (11)

Denote v = (1 —0A)z/(1 — A). Since A(1/z) — 0 then v ~ 2 and L(u) ~ L(z) as x — oo.
Therefore using (11) in the equality (10) and after some elementary transformations the assertion
(9) readily follows. The lemma is proved. a

Lemma 2.2. Let conditions (1), (4) and (7) hold. Then

. L, D)
Aow) AW T2 AY) +(), (12)

where v(y) = o(A(y)) asy | 0.
Proof. Write
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Taking into consideration (9) the last relation becomes
v

1-(1-A@y) ‘
S aa ) s vl "

By the Taylor expansion the head part of (13)

K(y) =

1—(1-A(w)” v(v+1)
oy =Vt 5 Ay) + O(A%(y)) as y Lo
Ay) (1 = Ay)) 2 W)
From here and (13) the formula (12) now easily follows. The lemma is proved. O

The following assertion is improved analogy of the Basic Lemma.
Lemma 2.3. Let conditions (1), (4) and (7) hold. Then

1 1 14+v
AR(9)  A(i—s) Tt g I wnAl =)+ pn(s), (14)

where p,(s) = o(Inn) + o, (s) and, 0,,(s) is bounded uniformly for s € [0,1) and converges to a
limit o(s) as n — oo which is a bounded function of s € [0,1).

Proof. Note that Rj11(s) = ¢(Ry(s)). It is known that Ry(s) — 0 as k — oo uniformly for
s €]0,1), see [2, p. 6]. Therefore putting y = Ri(s) it follows from (12) that

1 1 v(v+1)

ANBin(s) AR T2 A(Ri(s)) +7(Ri(5)).

where y(y) = o(A(y)) as y | 0. Summing both sides of last equality on k from 1 to n we obtain

n—1

S S A Ch ) s
ANR.3) AR T 2 kZ::OA(Rk( ))+k§w()7 (15)

where 75, (s) = o(A(Rg(s))). Since A(Ry,(s)) — 0 uniformly for s € [0,1) each of the last two
sums on the right-hand side of (15) is o(n) as n — oo. So that considering Ry(s) = 1 — s, we

have

1 1
— ~un as n— oo.

A(Ba(s))  A(1=s)

Thus and so vnA(R,(s)) — 1 uniformly for s € [0,1) as n — co. Hence

n—1

Z A(Ry(s)) = O(Inn)

k=0
n—1
and > Yk (s) = o(lnn) as n — oco. Thus we obtain
k=0

1 1
AR() A —s) ~vntOlun) as mo oo 16)

Next, using (16), we have
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3 | B O(Ink) _
un(s) = MBK(s)) = iy = (vk+A-1(1—s) + O(lnk)) (vk + A-1(1—5))
(’)(lnk)

(vk+A-1(1—3))° +O((k+ A1 —s)) Ink)

Since 0 < s < 1, the right-hand side of last equality is O (ln k / k2). Hence it follows that

> |ur(s)| < oo for all s € [0,1). Returning to (15) we see that the sum in second term in (15)
keNy

n—1 A1l — n—1
is kgo [M + kX::O ur(s). In turn by standard arguments [4, p. 544] we see that the
expression
Al —s) In (14 vnA(l —s))
A 1—s)vk+ 1 v

is bounded uniformly for s € [O, 1) and approaches a limit as n — oo which is a bounded function
of s € [0,1). Thus since the bound on the ug(s) is uniform for s € [0,1), the expression

1 1 1+v
An(s)) A(_s "7 g mrendl=s) Z%

converges to a bounded limit as n — oo uniformly for s € [0,1). Finally, since the second sum

n—1
n (15) > yk(s) = o(Inn) the formula (14) is fair. The lemma is proved. O
k=0

Remark 1. The assertion (14) was proved in [5, pp. 20-21] provided that F"'(1-) is finite.

Now using Lemma 2.3 we can improve the assertion (2). In fact putting s = 0 and, after
elementary arguments we obtain the following results.

Theorem 2.1. Let conditions (1), (4) and (7) hold. Then

N(n 1+vinn Inn
P> ) = ()3 (1‘ 27 n+(n>)

(I/TL

as n — oo, where N'(n) is SV-function and defined in Lemma 1.1

By the same way we obtain the following local limit theorem which is improvement of the
analogous result from the paper [6].

Theorem 2.2. If conditions (1), (4) and (7) hold, then
v v 1 2] 1
(vn) T Py (n) = Aol (1 o % o (T)) ’

Do 202

where N, (n)N=1(n) — 1 as n — .

References

[1] S.Asmussen, H.Hering, Branching processes, Birkhduser, Boston, 1983.
[2] K.B.Athreya, P.E.Ney, Branching processes, Springer, New York, 1972.

[3] N.H.Bingham, C.M.Goldie, J.L.Teugels, Regular Variation, Univ. Press, Cambridge, 1987.

— 56 —



Azam A.Imomov and Erkin E. Tukhtaev Application of Slowly Varying Functions with Remainder

[4] G.M.Fihtengols, Cours of differential and integral calculus, vol. 2, Nauka, Moscow, 1970
(in Russian).

[5] T.E.Harris, The theory of branching processes, Springer-Verlag, Berlin, 1963.

[6] A.A.Imomov, On a limit structure of the Galton-Watson branching processes with regularly
varying generating functions, Probability and mathematical statistics (to appear), 2018.

[7] J.Karamata, Sur un mode de croissance reguliere. Theoremes fondamenteaux, Bull. Soc.
Math. France, 61(1933), 55-62.

[8] J.Karamata, Sur un mode de croissance réguliére des fonctions, Mathematica (Cluj),
4(1930), 38-53.

[9] E.Seneta, Regularly varying functions in the theory of simple branching process, Adv. Appl.
Prob., 6(1974), 408-420.

[10] E.Seneta, A Tauberian Theorem of E.Landau and W.Feller, Ann. Prob., 1(1973), 1057-1058.
[11] E. Seneta, Regularly Varying Functions, Springer, Berlin, 1972.

[12] E.Seneta, On invariant measures for simple branching process, Jour. Appl. Prob.,
8(1)(1971), 43-51.

[13] R.S.Slack, Further notes on branching processes with mean 1, Wahrscheinlichkeitstheor. und
Verv. Geb., 25(1972), 31-38.

[14] R.S.Slack, A branching process with mean one and possible infinite variance, Wahrschein-
lichkeitstheor. und Verv. Geb., 9(1968), 139-145.

[15] V.M.Zolotarev, More exact statements of several theorems in the theory of branching pro-
cesses, Theory Prob. and Appl., 2(1957), 245-253.

O IIpuMeHeHnn MeQJIEHHO MEHAIOIMNXCA d)YHKL[I/IfI C OCTaTKOM
B TeOpuNn BETBAIINXCHA ITPOIIECCOB l'anpTona-Barcona

Azam A.momoB

T'ocynapcTBennsblit ieaTp TectupoBanus npu Kabuunere Munuctpos Pectiybiukn Y36ekucran
Borumamos, 12, 100202, TamkenT

Kapmunckuit rocy1apcTBeHHBIA YHUBEPCUTET

Kywabar, 17, Kapmm, 180100, ¥Y36ekucran

Opkun . Tyxraen
Kapmunckuit rocy1apcTBeHHBIA YHUBEPCUTET
Kywabar, 17, Kapmm, 180100, ¥Y36ekucran

B pabome muvi uccaedyem npumenenue medrenno mernaouures gyrnkuyul (6 cmucae Kapamama) 6 meo-
puyu semeauuLca npoyeccos Iasvmona-Bamcora. Paccmompum xpumureckuti caywati maxot, 4mo npo-
U3600AUGA PYHKUUA DPACTPEIEAEHUS NPAMO20 NOMOMKG 00HOT YACTIUUDBL UMeEET DeCKOHEe U HVIT 6MOopot
MOMEHM, HO €20 TEOCM PELYAAPHO MEHAEMCA ¢ ocmamrom. Mow ymouHAseM OCHOBHYO AEMMY TMEOPUL
KPUMUNECKUT 8EMBAUULCA npoyeccos I arvmona-Bamcona u yaywuwaesm HEKOMOPHIE USBECTIVHBLE ACUMN-
MOMUNECKUE PESYADLMAMNDL.

Kmouesvie crosa: semeaujutica npoyece Iarvmona-Bameona, medienno menaouwuecs Gynryun, npous-
sodawue ynryuu.

— 57 —



