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An identification problem of the coefficients at differential operator of second order and sum of lowest
terms in system of multidimensional parabolic equations with Cauchy data was studied in this article. The
theorems of existence and uniqueness of the solution for direct and inverse problems have been proved.
The method of weak approximation is used to the proof existence of solutions.
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Introduction

In the investigation of coefficient inverse problems for partial differential equations, using
some additional information on the solution, the original problem is reduced to a certain auxiliary
direct problem. As a rule integrodifferential or non-classical "loaded" equation is obtained [3,5].
The following investigation method was proposed in [1]: initial inverse problem is reduced to two
auxiliary direct problems, one of which contains an expression for the unknown coefficient. This
approach was used to reduce inverse problem to auxiliary direct problems in [6], in which were
proved theorems of existence and uniqueness of assigned problems. At international conference
"Inverse and Ill-Posed Problems of Mathematical Physics" was submitted the result of two two-
dimensional parabolic equation system of a similar type. Theses are publicized in [4].

The case of system of m multidimensional parabolic equations (m > 2 — any finite number)
with Cauchy data was obtained in this article. To prove existence of solutions of given problems
method of weak approximation [2,7] was used which firstly proposed in the works of N. N. Yanenko
and A. A. Samarskiy.

1. Formulation and reduction of the problem to the direct
problems

Consider in the domain g 7] = {(t,2,2) | z € R", z € R, 0 <t < T} the Cauchy problem
for a system of parabolic equations (i = 1, m)

up = a'(tul (t, 2, 2) + b() Mg’ (t, 2, 2) + X' (L, 2) (Bi(ui) + gf(t)uk> : (1)
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where B! (u?) = ¢ (t)ul,(t,z, 2) + ch(t)ul(t, x, 2) + ci(t)u'(t, z, 2), with initial data
u'(0,z,2) = up(z, 2). (2)

Let the continuous functions a’(t),b(t),ci(t), g% (t), (I = 1,2,3, i,k = I,m) be bounded on
[0,7] and a’(t)>ag >0, b(t) >by>0, ci(t) =cy>0. Let the functions u}(z, 2) be defined as the
real-valued and be defined on R"*!. The functions \(¢,z) are to be determined simultaneously
with the solution u‘(t, z, z) of problem (1), (2).

Suppose the overdetermination conditions are given

u'(t,0,2) = V'(t, 2), (3)
and consistency conditions are u(0, z) = ¥*(0, 2).
Assume that the following conditions are fulfilled

m

BLw) + 3 gt

k=1

>u' >0, u' are const. (4)

Theorem 1.1. If there are solutions ¢(t,x) and fi(t,z) of the following Cauchy problems

e
©(0,2) = wo(x), ()
afi — ai(t) % _’_wg(t Z) — ai(t) iz(tv Z) — fi(t7 Z)‘»Ot(tvo) Bz (fz) + igk(t)fk
ot 2z Bi (v m K L z — % ’
L) + k; g9; ()
F10,2) = vy (2), (6)

the functions u'(t,x,z) and N\'(t,z) defined by
u'(t,z, 2) = p(t, 2)f(t, 2),
/\i(t, Z) _ wi(t Z) — ai(t) .Zzz(ta"'lz) — fi(tv Z)‘:Ot(tv O)
B + 3 gkt

)

are the solution of the inverse problem (1)—(3), in the assumption that

up (@, 2) = wo(w)vg(2)- (7)

Proof. We verify the theorem by direct substitution in the equation of (1), (2) expressions
for the unknown functions.
We substitute in equations of systems (1) the expressions u(t,z,z) = o(t,z)fi(t, 2),

N(t,z) = Yilt:2) =@ (V51 2) = [ (8 2)er(1,0)

- and obtain
BL(y?) + kZ gF (t)pk
=1
dp i 3]” i i i
5 T e = Oef H 0O Aupt

N VYi(t, z) — a'(t) iz(tmz) — [i(t,2)es(t,0) <Bi(<ﬁfi) + ng(t)@fk> :
BL(y") + ’;:1 gr (t)y*

k=1
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The following is true by reason of operator’s linearity B!

of
ot ¥

o . , , .
S+ e = a (Oefl + O Dupt

¢ Yl 2) s 2) = T 2l ) <B;'<fi> + Zﬁ(t)f’“) "
B + 3 ooyt

k=1

We group relative to f? and ¢,

(gf - (t)Aw) yi= (35: — a0, - <Bz<fi> - ng@f’f) x

k=1

L Wit 2) = (YL (L 2) = [t 2)¢e(t,0)
Bi(y") + k; gr ()P

If p(t,z) is solution of problem (5) and fi(t,z) is solution of system (6), this be identical
Vi=1,m.
If conditions (7) are valid, the functions u®(t,x, z) = p(t, z) fi(t, z) satisfy to initial data (2)

u'(0,2,2) = 9(0,2) (0, 2) = wo(2)vy(2) = ug(z, 2).
We test execution overdetermination conditions (3). Let Ai(t,z) = u'(t,0,2) — ¥'(t,2). We

can proof A%(t,z) = 0. Consider the system of equations (1) in x = (0,0,...,0). Here and
further we understand that z = 0 such as n-dimensional vector z = (0,0,...,0).

ul(t,0,2) = a'(t)ul,(t,0,2) + b(t) Ayu'(t,0,2) + N'(t, 2) (Bi(Ai(t, z)) + Em:gf(t)Ak(t, z)> +

+ 2i68) e 6 5) - TG el (Biwi) E ng(twk) |
B+ 3 ghot

k=1

ul(t,0,2) = a"(t)(u’,(t,0,2) — . _(t,2)) + b(t)Ayu'(t,0, 2)+
+ ity 2) — f1t, 2)Aup(t, 0)b(t) + A'(t, 2) (Bi(Ai(t z)) + igf(t)Ak(t, Z)) :
k=1
We derive Cauchy problem for a system of parabolic equations with homogeneous initial data
Aj(t,z) = a’ ()AL (t,2) + N'(t, 2) (Bi(Ai(t, 2)) + Zm:gf(t)Ak(t, Z)) ;
k=1
AY0,2) = 0.

The unique solution of this problem is A%(¢,z) = 0. Therefore u’(¢,0,z) = v'(t, z), because
Al(t, 2) = u'(t,0,2) — ¥¥(t, z). Thus overdetermination conditions are attested.
The theorem is proved. O
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2. Proof the solvability of the direct problem (6)

To prove existence of the solution of direct problem (6) we consider in domain G ) =
{(t7 2)|zeR, 0Kt < T} auxiliary problem

88.}: _ ai(t)f;z + Ssi ,Bl(tl, Z)‘* flg’ 2)e(t,0) <B;(fz) + Z gf(t)fk> ’
B + 3 obe)et =
fi(O,z) = wvo(2), (8)

here (i(t,2) = i(t,z) — a*(t)y, (t,2) are known functions, and the patch function Sj:(4),
Vi = 1,m is defined in R. Patch function is an arbitrary continuously differentiable function
with properties:

62
61‘ 19, 19 2 5, dl
Ssi(9)> 2 >0, 0eRand Sy(d) =14 , (S5:(9) <2, (I=1,...,4).
3 ot 5 dit
gv 19 < ga

The functions f(t, z) are determined. The functions vj(z) are defined in the real-valued and
be defined on R.

To prove the existence of a solution supporting the direct problem (8) we use the weak
approximation method. We fix constant 7 > 0, 7J = T. The problem is broken up into three

phe
fractional steps and is linearized displacement on variable ¢t upon —.

=801, gret< (i) ©)

=3O T AOLTEN)SH N (12), (G4 L)<t (i+)n ()

=3 | () + g (1)) F7 (L, 2) +k;#g (1= 502) | Se N (12)), )
(]+§>T<t (j+1>

f7(0,2) = vo(2), j:0,1,2,...,(J—1), Jr =T, (12)

Bt 2)— 7 (t— )<pt(t0)
BL(y )+Zgz()

Concerning the input data vo( ),9(t, z) we suggest that they are sufficiently smooth, have
all continuous derivatives occurring in the next lower relations and satisfy them for all i = 1, m

& o o g
00| + |2+ o) <

L =0,1,...,4, lb=0,1,...,6,Vi=1,m. (13)

here \'"(t, 2) =

It was proved that fixed constant £* : 0 < t* < T exists, which depends on constant limiting

input data (13), constant ag, by, ¢o and p; from (4) such as in domain G[Igft* = {(t,2)[0 < t < t¥,

|z] < M}, uniformly on 7 estimates are hold.

- al T
Z @f (t,Z)'gC, 12071774, (t,Z)EG[OJ&],

i=1
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Z |ftiT(tv )| <C, (t2)€ G[O,f*]'
i=1

The equations of problem (9)—(12) are differentiated on variable z ones or twice. Uniformly
on 7 estimates are hold

Z|”tz|+2\m <C, (t,2) €EGpyg, i=Lm

with estimates
m

i=1

f“— ‘ 07 l= 3747 (tv Z) € G[O,tN*]a

fulfillment of conditions of Arzela’s theorem about compactness is guaranteed.

By Arzela’s theorem some subsequence fi7*(t, z) of sequence f'"(t,z) (Vi = 1,m) of prob-
lem solutions (9)—(12) converges with derivatives on z till second order to functions fi(t,z) €
Cg 2(@ [0,i+])- By the convergence theorem of the weak approximation method f i(t, z) are solution

of problem (8) and fi(t,z) € 0,517’22(G[07m), here

!
fi(t, 2), (5 fit, z) € C(Gpp 7)), l—0,1,2,i—1,m},

Cl2(Go i) = {f”(t 2)

and
m

D

i=1

61

ﬁfi(t,z) <C, 1=0,1,2. (14)

Let the following conditions satisfy with ¢ € [0, %]

61“7'2) —UiQ(Z)QOt(t,O) > 61 Vi =
Bi(y*) + kZ_:l gr(t)y*

3
—
—
ot
=

To show that the solution of problem (8) equals to solution of direct problem (6), we can
prove fulfilment with ¢ € [0, t*]

Bt 2) = [t 2)eu(8,0) 00 g
BL(y") + k; gs )+

The system of problem (8) is integrated on temporary variable in the range from 0 to ¢:

t

Filt 2) = vi(2) + / Wiy, o)y, i=T,m

0

here

Wi(t,2) = o) + 5y | LD SR l0) <B;‘(ff>+ng<t>fk>.
B + 3 ooyt =
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As conditions (4) are complied, therefore equalities are true

ﬂi(t’ Z) — fi(t7 Z)@t(t’ O) — ﬂi(t7 Z) _ UiO(Z)QOt(ta O)) _ sot(t7 0) f(f Wi(”’ Z)d’l]

m m

Biw) + 5 gt B+ 3 ab00k BHw) + 3 gt

Vi=1,m.

The conditions (13), (15) are hold and (14) is valid, therefore equalities will be true with

ﬁi(t72)—fi(t72)<pt(t,0) >5i—Ai(5i)t> g Vi=1.m.
BLW) + 3 gttt ?

Here A%(6%) are some positive constants, which estimate the input data and depend on §¢,
constant C' from (13), and are also constant limiting coefficients a’(¢).
By definition of patch function Ssi(#) we have

5i

Ssi (A*(t,2)) = A'(t, 2), with t € [0,t*], here t* = min <t ’QAZ((SZ)> ,Vi=1,m.

Thus we prove the existence solution f¥(t, z) of problem (6) in class C’tlf (Gro,t%1)-
The unique solution of the problem is obtained by the instrumentality of proof that the
difference of two putative solutions comes to nought. The proof isn’t adduce in this paper.

Theorem 2.1 (Unique existence). Let the conditions (4), (13), (14) are hold. Fized constant
t*: 0 < t* < T exists, which depends on constants limiting input data (13), constant ag, bo, co
and w; from (4). Then in the class

. ) o . o
Ctly’zz(G[(Lt*]) = {fz(t,Z) fzt(t,Z), ﬁfl(taz) € C(G[O,t*])7 l = 07 1a27 1= 17m} )

there exists a unique solution fi(t,z) (Vi = 1,m) of problem (6), which satisfies the following

relation
2

>y

=0 k=1

6l
@f’“(t,z) <C, (16)

3. Proof existence of the solution of the inverse problem

We consider the problem (5) in domain Iljg 7 = {(t,7)[0 <t <T,r € R"}. The unique
existence solution conditions are formulated in following theorem.

Theorem 3.1 (Unique existence). Let wy € C(R™) be bound. Then in the class
Ctl,f(H[O,T]) = {@(tax)|<pt(tax)7D§¢(t7m) € C(H[O,T])7 ‘Oé| < 2}7

there exists a unique solution @(t,x) of problem (6) and the following relation is valid.

S DSt )| < C

lor] <2
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The solution of inverse problem (1)—(3) are considered in domain I'jg 1) = g 1) U G[o, 77
In view of the fact that the functions u'(t,x,z), Ai(t,z) are expressed in terms of known
functions notably

ui(tvx"z) = o(t, x)fi(t z),
Nty = P02 = UL 02) = £ D)
Bi(y?) + Z g5 )+

where ¢(t,z) € Cif(H[O’T]), fi(t,2) € Ct7’2 (G[o,4+1) are solutions of problems (5), (6), the esti-
mate is valid

m

+ZZ

=1 [=0

—Daltxz

— <cC. (17)

i=1 1=0 |o|<2

On the account of theorems 1.1-3.1, the following theorem is true

Theorem 3.2 (Existence). Let the conditions of theorems 1.1-3.1 are valid. Then in the class

t,x,z

Z(t*) = {ui(t,m,z), )‘Z(taz) | ’Ll,i(t7.')3,2) € Cl > 2(F[0,t*])7 )\L(t,Z) € Ctl,f(G[O,t*})7i = 1am}a

there exists a solution u'(t,z,z), N(t,z) of inverse problem (1)—(3) and the relation (17) are
defined.

4. Proof uniqueness of the solution of the inverse problem

Let us the conditions of theorem 3.2 are true. We use the proof by contradiction.

Let ul(t,x,2), A (t,2) m ub(t,x,2),\o(t, 2), (i = T,m) are two classical solution of inverse
problem (1), (2). Here the functions ui(t,z,z), \i(¢,2) are the solution, which defined the-
orem 1.1 and satisfied the condition (3), and the functions u}(t,x,2), \y(t, 2) are an another
solution of problem (1), (2), which satisfied the condition (17).

Then the relations are valid

= Ol 608 2+ 25002 (B0 + 3 k)
k=1
i i i i if i ik
uy, = a'(t)uy,. (L, ¢, 2) + b(t) Agus(t, x, 2) + A(t, 2) (Bz(u2) + Zgi (t)U2> .
k=1

ui (0,2, 2) = up(w, 2),  up(0,2,2) = ug(z, 2),

u’i(t,07z) = z/Ji(t,z), ué(t,&z) = @[Ji(t, z).

The differences ut (t, z, 2) —ub(t, x, 2) = u'(t, z, 2), Ni(t, 2) = N(t, 2) = Ai(t, 2) are the solution
of the problem

ul = al (Ol (t, @, 2) + b(t) Mgt (£, 2, 2) + Ni(t, 2) <Bi(u") + Zgﬁ“(t)uk> +
+N(t,2) (Bi(%é) + ng(t)u’5> ., (18)
k=1
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u'(0,2,2) =0, w'(t,0,2) =0, i=1,m. (19)

Assuming that = = 0 in system (18), we express coefficients Ai(¢, 2) through (19) and substi-
tution in (18).

ul = a'(t)u',(t,x, 2) + b(t) Agu'(t, x, 2) + Ni(t, 2) <B;(u’) + Z gf(t)uk> +

) b(t)Amugt,O»Z) (Bi(u§)+igf(t)“’2c>7 (20)
BL(v) + 3 gh ()t =

u'(0,2,2) =0, i=T1m. (21)

We consider nonnegative never-decreasing function on segment [0, t*]

ZD“ ‘&z, 2)|,

i=1

g5(t) = sup o] < 2.

r[0,t]

We will consider first equation of system (20) as parabolic equation relative to function !,

second one is relative to function u? etc, m-th is relative to function «™ with initial data (21).

The principle of the maximum was employed to each equation, then received estimates were
added

Zui(f,x,z)

i=1

< ECEO(QQ(t) + go(t))f, (faxa Z) € G[O,t]a 0<t< t*v

whence we obtain estimate as nonnegative functions gy, (¢)

go(t) < Ct(g2(t) + go(t)) < C(g2(t) + 91(t) + go(t))t, 0 <t <t™

We differentiate system (20), (21) on variable x ones or twice

Douj = a' () Du' (t, 2, 2).. + b(t) DS (Al (t,x, 2)) + Ni(t, 2) BL (Du') +

+ Z gz t)Du k b(t)As ngt,O, ?) B! (D;‘ué) + i (gf(t)Dg‘ug) ,
"B+ 3% k(0 =

DXu'(0,7,2) =0, a=1,2, i=1m,

and we receive similar estimates

gq(t) < Ct(g2(t) + go(t)) < Clg2(t) + g1(t) +g0(t))t, q=1,2 0<t<t™
All of them are added

go(t,z) + g1(t,2) + g2(t, 2) < C(ga(t, z) + g1(t, 2) + go(t, 2))t, 0 <t <t"

1
Hereof equality go(t, 2) + g1(t, 2) + g2(t, z) = 0 is true with ¢ € [0, ], where ¢ < rok therefore,

u'(t,r,2) =0, (tz,2)€ Lo, 1=1,m.

- 107 -



Galina V. Romanenko A Representation of Solution of the Identification Problem of the Coefficients ...

Arguments having replicated for t € [0, 2(], we receive

u'(t,x,2) =0, (t,x,2)€ TCio2¢, i=1,m.

In finite number of steps we obtain estimate

u'(t,x,2) =0, (t,x,2)€ Lo, i=1,m.
In consideration of ui (¢, ,2) = ub(t,z ) (t,z,2) € Lo+, (i = 1,m), from (18), we receive
that for \i(¢,z) = Né(t,2) — Ai(t, 2), (i = 1,m) correlations exist
. . . m
Xi(t, z) (B;(W) + ng(t)ﬁ) =0, i=Lm.
k=1

Whence taking into account (4), it follows that

N(t,z) = Ni(t,2) = No(t,2) =0, te[0,t*], i=1,m.

Theorem 4.1 (Uniqueness). Let the conditions of theorem 3.2 are valid. Then in the class Z(t*)
there exists the unique solution u'(t,z,z), A'(t,2) of inverse problem (1)—(3) and the relation
(17) is true.

5. The example of initial data, for which the theorems con-
ditions are valid
We examine the following Cauchy problem for system of parabolic equations in the capacity

of example.
Consider in domain Il 9.5 = {(t,:c, z)|zeR, zeR, 0<t< 0.5} the set of equations

ul = al(t)ul, (t, @, z) + b(t)ul, (¢, 2) + N (¢, 2) (B;’(ui) + Z gf(t)u’“) : (22)

k=1

where B, (u) = u,,(t,x, 2) + u, (¢, x, 2) + u(t, z, z), with initial data

u'(0,x, 2) = up(x, 2) = (sin(z) + (i +2))(sin(z) + 1), i=T1,m. (23)

The continuous functions a’(t) = bi(t) = ci(t) = ci(t) = ci(t) = gF(t) = 1, k = T,m,
Vi = 1,m, are bounded on [0,T]. The functions uj(z, 2) are defined as the real-valued and be
defined on R?. The functions \(t,z) are to be determined simultaneously with the solution
u'(t,x, 2) of problem (22), (23).

The overdetermination conditions are given

W(E0,2) = Yi(t 2) = (t+ D(sin(:) + (i +2), i =Tm,
and consistency conditions are valid
ub (0, 2) = (0, 2) = sin(2) + (i + 2).
The fulfillment of the following conditions is required

m

BLW) + D gE @8] = |l (9. (¢, 2) + (0Lt 2) + (09" (5, 2) + ) gl (Ow*| = >0,
k=1

k=1
o — const.
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We can easily verify that these conditions are true

m

Bi(y') + > gF ()t

k=1

= (t+1)

m - sin(z) 4 cos(z) + (i + 2) +Zk+2 >t >0,
k=1

here the choice u? depends on the amount of equation m and the number i. These inequations
are fulfilled, for instance, with u’ = 1.
Consider the Cauchy problem

a7 = Pz (p(O,I‘) :w0(x) :Sin($)+1'

The solution if this problem is the function o(t,x) = e~tsin(x) + 1. This is easily seen by
substituting the function ¢(¢,z) in equation

—e D sin(z) = —eDsin(z), ¢(0,2) = wy(z) = sin(z) + 1.

The function wy(x) = (sin(z) + 1) € C(R™) is bounded.
For following problem

8fz it (B;(fl) N ng(t)fk> (i + 2) + tsin(z) + 2sin(z) _ 2
k=1 (t+1)(m-sin(z) +cos(z) + (i +2)+ > (k+2))
k=1
F1(0,2) =vp(2) = sin(z) + (i +2),

the following functions f*(¢,2) = (¢ + 1)(sin(z) + (i + 2)) are solutions of problem (24) , with

BL(f") +igf(t)f’“ =(t+1) (m-sin(z) +cos(z) + (i + 2) +zm: k+2) )
k=1

k=1

Vilt,2) = a (U (1 2) — (1 2)en(t,0)
BLW) + 3 gk (Bt

N(t,z) =

(i 4 2) + tsin(z) + 2sin(z) '
(t+1)(m-sin(z) 4+ cos(z) + (i +2) + kgl(k +2))

The given solution is inserted in the system of problem (24)
sin(z) + (i +2) = —(t + 1) sin(2)+

+(t+1) <m~sin(2)+005( +(i+2) i )

(i+2) —|— tsm( ) + 2sin(z)

X m
(t+1)(m-sin(z) + cos(z) + (i + 2) + kgl(k +2))

b

sin(z) + (i + 2) = — (¢t + 1) sin(z) + (i + 2) + ¢sin(z) 4 2sin(z),

so we obtain correct identity.
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The accomplishment of the following conditions is required for existence of the solution of
problem (24)

l2

o) + [

iz

; o 811
dzillvo(z) +

Ot Ozl

<G,

Lh=01,...,4 1o=0,1,...,6 Vi=1,m.

The given condition is true on account of the limitations of all derivatives of functions
vh(2) = sin(z) + (i +2) and ¢'(t, z) = (¢t + 1)(sin(z) + (i + 2)).
By theorem 1.1 the functions u'(t, z, z) are represented in form

u'(t,m, 2) = @(t, ) fi(t,2) = (t + 1) (e sin(x) + 1)(sin(2) + (i + 2)).

Let’s test whether the functions u'(t,x, z) satisfy to the system of equations.
The functions

u'y = (sin(z) + (i +2)) (sin(z)(e ™" — (t+1)e™") + 1) = (sin(z) + (i +2)) (sin(z)e " (—t) + 1),
Uy = —(sin(2) + (i +2))(t + 1) sin(z)e "
u',, = —(sin(z)e" + 1)(t + 1) sin(z),
N(t,2) = (1 +2) + tsin(z) + 2sin(z) _ ’
(1 1)(msin(e) + cos(z) + i-+2)+ 55 6+ 2)

)+ Zgl (t+ 1)(sin(z)e™" + 1)(m - sin(z) + cos(z) + (i +2) + »_(k+2))

k=1

are substituted in system (22)

((sin(2) + (i +2)) (sin(z)e "(—t) + 1) = —(sin(z ) TP 1)(t+ 1) sin(z)—
— (sin(2) + (i +2))(t + 1) sin(z)e™" + (t + 1)(sin(z)e " + 1) x

k=1

e
(i +2) + tsin(z) 4 2sin(z)

X ™ .
+(@+2)+ > (E+2)
k=1

x | m-sin(z) + cos(z) + (i +2) + Z(k + 2)) X
(
)

(t+ 1)(m - sin(z) + cos(z
The elementary transformations are reduced to

((sin(z) + (i + 2)) (sin(z)e "(—t) + 1) =
—(sin(z)e™" +1)(t + 1) sin(z) — (sin(z) + (i +2))(t + 1) sin(z)e "+
+ (sin(z)e™" + 1)((i + 2) + tsin(z) + 2sin(z))

After cancellation we obtained identity Vi = 1, m.
The functions uf(z, z) are

u(z,2) = wo(x)vg(2) = (sin(z) + (i + 2))(sin(z) + 1).
The conditions for existence of the solution of the problem (24) are
B (t, z) —v'o(2)pe(t,0) (1 +2) + tsin(z) + 2sin(z)

m = >0,
Bi(y?) + g:jl gk (t)pk (t+1)(m -sin(z) + cos(z) + (i + 2) + k;(k +2))
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here the choice §* depends on the amount of equation m and the number i. Due to the limited
functions in relation above and also true to the fact that the m and ¢ are final numbers, we can
choose 6°: 0 < 6* < 1.

This example is showed, that the solution set of problem (1)—(3) is nonempty.

The research was supported by the Russian Foundation for Basic Research (No. 12-01-31033).
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O mpejcTaBjieHUN pelneHns 3aJa9u NIeHTUOUKAINT

Ko dunmuentoB npu auddepeHajaIbHOM oepaTope
BTOPOT'O MOPSJIKa B CUCTEME MHOTOMEPHBIX

nmapado/ImIecKuX ypaBHEHMIT

Taguna B. Pomanenko

Hcenedosarna obpamman 3adaua ¢ dannvimy Kowu 0as cucmemv, MHOZOMEPHOL NAPAOOAUNECKUT YPas-
Henull, codeparcauuxr Heussecmmole Koapduyuenmos neped JuPBPepertuarvbHbM ONEPaAMOPOM EMOPO20
nopAdka no evdeneHHol nepemeHHot u Cymmot MAGOWUL waeno8. Havarvroe daHHbe uMenom cneyu-
anvHBL U0 U 3a0aHbl 8 8ude npoussedenus 06Yr GYHKUUL, 3ABUCAUULT OM PA3HLT nepemernux. Tloay-
yerv, QOCMAMOUHBIE YCAOBUS CYULLCNEOBAHUA U eOUHCMEERHOCTIU PEWEHUS ECTLIOMO2AMENHOT NPAMOT
U ucTodHol o6pamnoti 3adan. JIan 00KA3GMEABCMEA UCTOALIYEMCA MEMOOD CAAb0T aNNPOKCUMALUY.

Karouesvie crosa: obpammas 3a0aua, 3a0a4a udeHmupurayuy, Kosphuyuernmmusie oopamusie 3a0a4u, Mme-
mod caaboli anNPOKCUMAUUL, CUCTNEMDL YPABHEHUT 8 YACTNHHLL NPOU3EOOHHIL.
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