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The problem of multidimensional object classification with small training sample is considered. The
following algorithms of estimating variable informativeness are considered: Ad, Del, AdDel.

A new algorithm for selecting informative variables is proposed. It is based on the optimization of
the coefficient vector of the kernel fuzziness. Some modification of this algorithm is also discussed.

The comparative analysis of existing methods for selecting informative variables is presented.
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Introduction

Nowadays, the classification problem is solved by many ways. One of the widespread classi-
fication methods uses neural networks. Classification methods based on parametric model and
non-parametric algorithms are also used. First of all one must select object variables that are
used for classification.

Modern classification objects can be characterized by many variables, but not all variables
reflect the object membership to a particular class. The variables that do not reflect the object
membership to a particular class are uninformative, and those variables that reflect the object
membership to a particular class are informative. Selecting the most informative variables is an
important issue.

The modern classification objects can be characterized by many variables. For example, to
identify the class of the patient disease one can carry out the large number of tests, and obtain
hundred or more variables characterizing the patient health, but not all variables are informative.

To classify an object, it is necessary to have a large training sample. The number of variables
that characterize an object directly depends on the size of training sample to construct an
accurate model. However, large training samples are not often available. We cite the Chairman
of the Russian Foundation for Basic Research on Mathematics, Mechanics and Computer Science
expert Council academician Evgeniy Moiseev: "Classification on the basis of small sample, in the
sense of mathematical statistics, is a very important task. We dealt with the medical problem
that has 20 variables, and the size of training sample is equal to 600. According to common
rules, it is impossible to draw a conclusion on the basis of 600 sample elements if there are 20
variables."

One should note that for such tasks the estimation of variable informativeness has the par-
ticular importance. It is difficult to create the decision rule for large number of variables and a
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large training sample is required. If the decision rule is created with the use of only the most
informative variables, the classification results are more accurate. The reason is that the model
has lower dimension.

Therefore, the estimation of variable informativeness is a topical problem.

1. Classification

Classification is a general process related to categorization, the process in which ideas and
objects are recognized, differentiated, and understood.

Classification is categorization of objects and phenomena into groups, classes and ranks,
according to their characteristic differences and similarities.

Let us show the standard classification task Fig. 1.
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Fig. 1. The standard identification task

We use the following notation in Fig. 1: n; is the variable j, Q;(n1,n2) is the domain where
class ¢ is defined.

The aim of classification is to find Q;(n1,n2), O;(ni1j,n9;) € Qi(n1, n2), where O;(n1;,ng;) is
the classification object with variables n; = ny;, ng = naj.

We use the following method to determine the probability that object belongs to some class

i M(n;) —n;
P(nloa-”vnmo)t = HQ(%% (1)
i=1 v

m is the number of variables, P, is the probability that object belongs to the class ¢,
O(n1o, - - -, Nimo) is the object that is characterized by variables n1,, . .., Nme, M (n;t) is the expec-
tation of variablei for class ¢, ®(x) is the kernel function and cs; is the kernel fuzziness parameter
for the variable 7.

Kernel function ®(x) satisfies the following conditions
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One should note that the choice of kernel fuzziness parameter vector has a direct impact
on the model accuracy. These parameters determine the influence of sample elements on

P(O(n1oy---ynmo)) (Fig. 2).
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Fig. 2. Determination of the kernel fuzziness parameter

Fig. 2 shows that only sample elements for which |n — n,| < ¢s have the influence on n,.
Moreover, sample elements for which |n — n,| — 0 have a greatest impact on n,.

2. Variable informativeness

The variables that do not reflect object membership to some class are uninformative, and
those variables that reflect object membership to the class are informative.

Certainly the degree of informativeness is the relative term and it is rather difficult to define it.

There are two methods to estimate variable informativeness. They are direct and indirect
methods.

In direct method one should find ¢$ = (¢s1,¢s9, ..., csy) and

R(7,¢3) = g, (4)

R(c3) — 0, where R(c5) is the average classification error (4), s is the total number of classified
objects, and r is the number of correctly classified objects.

Indirect method supposes that the variable informativeness is estimated with the use of
distribution properties of variables: M(nq),..., M(ny,),D(n1),...,D(nm).

The most popular indirect method is based on the Fisher criterion: I(n;) — oo, D(n;) — 0
and max (M (n;) —M(n;)) — oo, j # i, where i(n;) is the degree of informativeness of variable n;.

In what follows we consider direct methods to estimate informativeness.

3. The estimation of the informativeness of variable

Let us assume that one need to choose the most informative n variables out of m variables
(n < m). There are several algorithms to perform this task.
Del algorithm.
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It is necessary to exclude variable nj, and calculate R(ns,...,n,,), using only variables
N2y ..., Ny here R(na, ..., ny,) is the average classification error. Then the same calculations are
performed with variables na, ..., ny,, and R(ny,...,ny), R(n1,...,nm,_1) are obtained, respec-
tively. The variable with the least degree of informativeness is found by the rule
max R(n1,...,Mi—1,Mi41,- .., Mm) — minI(n;), where n; is the variable with the least degree of
informativeness. Variable with the least degree of informativeness is eliminated. The algorithm
is repeated until the most informative n variables are found.

The number of iterations is calculated by the formula

m—n
L=m+(m-1)+m=-2)+...4(n+1)= > (m—i (5)
i=1

Ad algorithm.

One should estimate R(n;) for each n; and then choose the most informative variable by the
rule min R(*) — max I(*). Thus, the first most informative variable is found. Then we add vari-
ables n,...,m;_1,Ni+1, N to the found variable and obtain the set of pairs (n;, n1), ..., (N, nm).
Then R(n;,n1),..., R(n;,nm,) are calculated, and the most informative set of variables is selected
using the rule given above. This operation is repeated until the most informative n variables are
found. The number of iterations is equal to number of iterations of Del algorithm.

AdDel algorithm.

Methods given above are included in the class of so-called "greedy" algorithms.

These methods find only local optimum value. The global optimum value is 7,5, 71, - - - , T,
R(Tmin) — min.

One can use AdDel algorithm to increase the probability to find 7,,;,. First we find a; the
most informative variables, using the Ad method. Then we delete as (a2 < a;) variables, using
the Del method. Calculations are repeated until the most informative n variables are found.

This algorithm has one special quality. The quality criterion (in this case, the average error
of classification) varies as shown in Fig. 3.
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Fig. 3. Relationship between the error of classification and the number of variables

Fig. 3 shows that an increase in the number of variables leads at first to the increase in the
accuracy of the model. Further increase in the number of variables reduces the accuracy of the
model. This feature of function R(7) can be used to obtain the optimal number of variables.
The optimality criterion is the average error of classification.

The algorithm based on the optimization of the kernel fuzziness parameter.

Non-parametric method based on the kernel approximation is used as a method of classi-
fication. Ome of the important parameters of this method is the vector of kernel parameters
¢8 = (c$1,...,CSy). Parameter cs; is used to set the weight of variable n;.
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One need to find such vector ¢s that R(7i,¢5) — 0. In other words, we need to solve an
optimization problem.

To find the least informative variable the rule maxcs; — minI(n;), i = 1,...,m is employed.
The algorithm uses both direct and indirect ways to estimate informativeness of variables.

4. Computational experiments

Between 2 and 40 variables are used to classify the object. Plots show a relationship between
the number of calculations of R(7,¢%) (C) and the number of variables (N).

Variables are separated into 3 groups with respect to the dispersion value (D).

To select the most informative variable we use the following methods: algorithm Ad, algorithm
Del, algorithm AdDel and the algorithm based on the optimization of vector cs.

First, we consider the algorithm Ad. The number of calculations for the algorithm Ad is
shown in Fig. 4.
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Fig. 4. Number of calculations versus the number of variables for the algorithm Ad

Fig. 4 demonstrates that the relationship is non-linear, and selection of the most informative
variables demands considerable computational resources when the number of variables increases.

Now we consider the algorithm Del. The number of calculations for the algorithm Del is
shown in Fig. 5.

Fig. 5 demonstrates that the relationship is also non-linear.

Algorithms Ad and Del are so-called "greedy" algorithms. This means that they find local
optimum values but they do not always find the global optimum value. That is why the AdDel
algorithm is more useful method to estimate the variable informativeness.

Let us demonstrate the selection of the most informative variables with the use of the AdDel
algorithm. The AdDel algorithm is based on the Ad and Del algorithms. First we use the Ad
algorithm to find the most informative a;variables then we use the Del algorithm to reject as
(as < ay) variables. In this computer experiment a; = 3,as = 1.

The number of calculations for the algorithm AdDel is shown in Fig. 6

Fig. 6 demonstrates that the number of calculations increases exponentially with increasing
number of variables. This means that the AdDel algorithm demands even more computational
resources than algorithms presented in Figs. 4, 5.

Now we consider the selection of the most informative variables with the use of the algorithm
based on the optimization of vector ¢3.
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Fig. 5. Number of calculations versus the number of variables for the algorithm Del
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Fig. 6. Number of calculations versus the number of variables for the algorithm AdDel

Let us look more closely at this algorithm. We need to find a vector ¢, R(7, ¢8) — 0, so it
is necessary to solve the optimization problem. We use the Neddler-Midd method to solve this
problem. The rate of convergence depends on the initial vector (¢31,...,¢S8,).

The number of calculations for the algorithm based on the optimization of vector ¢3 is shown
in Fig. 7.

Fig. 7 demonstrates that the number of calculations increases linearly with increasing number
of variables for the algorithm based on the optimization of vector ¢5. This method requires fewer
calculations than methods shown in Figs. 4, 6 in the case when object is characterized by large
number of variables.

It is often required to build mathematical model in case of small training sample. To estimate
the variable informativeness in such cases is very difficult problem. That is why modified method
for estimating the variable informativeness based on the optimization of vector ¢ is proposed.

Variables are divided into groups, according to their informativeness. The degree of informa-
tiveness is defined by an expert. Each group of variables has its own coefficient cs;.

Then optimization problem is simplified because the number of parameters for optimization
is reduced. The mathematical model becomes more accurate because it is easier to obtain the
decision rule for a small set of parameters than to obtain the decision rule for a large set of
parameters.
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Fig. 7. Number of calculations versus the number of variables for the algorithm based on the
optimization of vector ¢

A flaw of this modification is that uninformative variable can be identified as informative
variable and vise versa due to the wrong expert decision.

The number of calculations for the modified algorithm based on the optimization of vector
¢% is shown in Fig. 8
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Fig. 8. Number of calculations versus the number of variables for the modified algorithm based
on the optimization of vector ¢§

Fig. 8 demonstrates that the number of calculations is almost independent of number of
variables. This characteristic of the method is very important in the case when an object is
characterized by a large number of variables. The accuracy of the forecast is increased for small
samples.

There are situations in classification problems when R(7i1, ¢3) ~ 0, R(il2, ¢3) ~ 0,71 # iz and
71 # 7io. In other words, classification problem can be solved using different sets of variables.
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Conclusion

Various algorithms for estimating the informativeness of variables were considered. They are
Ad, Del and AdDel algorithms. Advantages and disadvantages of algorithms are discussed.

The algorithm for estimating the informativeness of variables based on the optimization of
vector ¢& and modification of this algorithm were also considered.

The comparative analysis of these algorithms was carried out.

The study was performed by a grant from the Russian Science Foundation (project no. 16-
19-10089).
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Boiaenenue napopmMaTuBHBIX MTPU3HAKOB B 3ajiave
KJjaaccuddukamnm

Esrennii /1. Muxos

Ouxaer B. Henomusiimuii

MucTuTyT KOCMUYeCKUX ¥ MH(MOPMAIMOHHBIX TEXHOJIOTHH
Cubupckuii de/1epajbHbIl YHIBEPCATET

Kwupenckoro, 26, Kpacuosipck, 660041

Poccus

B cmamwe npedcmasaena npobaema KAGCCUPGUKAUUU MHOZOMEPHDBIT 00BeKMO06 Npu maaoti 6vobpre. Pac-
CMOMPEHDBL CACOYIOULUE AA2OPUMMDBL OUEHKU UHPopmamuerocmu npusnakos: Ad, Del, AdDel.
IIpedaooicern Ho6witl an2opumm UHGOPMAMUESHOCTIU NPUSHAKOES, KOMOPLIT 0CHOSAH HA ONMUMUSAUUL
8EKMOPa KOIPHUUUEHMOE PASMBIMOCTIU APA, & MAKHCE €20 MOOUPUKAUUA.
Iposeden cpasHUMEALHBIT GHAAUS CYULLCTNEYIOWUL METNOO0E C MPEONOHCEHHDIM.

Katouesvie cao6a: KAaCCuGuUKauus, Masas o6yuaouas 6vbopra, uHGopMamuEeHOCTb NPUSHAKOS, ONMU-
MUBAUUA BEKMOPA KOIPPHUUUEHMOE PasMbmocmu A0Pa.
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