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The problem of identification of multidimensional non-inertial systems with delay is considered. Com-
ponents of the input vector are stochastically related, and this relationship is unknown a priori. Such
processes have "tubular” structure in the space of the input and output variables. In this situation meth-
ods of identification theory of non-inertial systems are not applicable. In general, it is not known a priori
whether the process has "tubular” structure or not. To clear up this question the problem of estimation
of the volume of a subdomain where "tubular” process takes place is considered. The initial data for
this problem follows from the measurement of input-output variables. An algorithm for estimating the
volume of the "tubular” subdomain in relation to the volume of the investigated process is suggested. The
volume of the investigated process is always known from a priori information or production schedules.
Numerical experiments are carried out with the use of the method of statistical modeling. They show high
effectiveness of the proposed algorithm.

Keywords: non-parametric modeling, non-inertial processes with delay, indicator function, H-process.
DOLI: 10.17516,/1997-1397-2017-10-4-514-521.

Introduction

One of the key factors of identification processes in various sectors of human activity (econ-
omy, production) is the use of a priori information about the process under investigation. An
appropriate sample of observations of input-output variables can be obtained on site in experi-
ment. In various practical problems, these variables can be stochastically related. The nature of
this relationship is often unknown a priori. Ragnar Firsh drew attention to this fact in creating
economic models [1]. He introduced the term multicollinearity — stochastic relationships between
input variables. The close linear correlation between input variables leads to the loss in accuracy
of coeflicients of the estimated model or even makes impossible to obtain estimates [2]. This
phenomenon is typical of many industries. Thus, the correlation between the world financial
indicators was found [3]. The authors suggested to use in predictive models only such variables
that are not linearly related. A linear model of net profit based on the actual data of financial
statements of the "Svyaz" company was obtained using input variables that are not linearly
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related [4]. The phenomenon of multicollinearity is typical of processes in genetics [5] and ecol-
ogy [6]. There are parametric linear models that are traditionally applied to such processes. We
consider the situation when there are stochastic non-linear relationships between input variables.
We propose models of "tubular" process.

We consider dynamic processes. In practice, input variables are often measured at sufficiently
small intervals At, for example, with electrical sensors (current, frequency, temperature, humid-
ity, etc.). Some output variables can be measured at a substantially longer time interval AT,
AT >> At (chemical analysis, physical and mechanical testing, etc.). Thus, the duration of
the investigated process may be considerably less than the interval AT. In this case, the main
idea is to treat such channel as non-inertial with delay and formulate appropriate problem of
identification and control.

1. Problem statement

General scheme of the identification process is shown in Fig. 1. The input vector u(t) =
(ui(t),uz(t), ..., um(t)) € Qu) C R™ has dimension m, the output variable vector x(t) =
(21(t), 22(t),. .., z,(t)) € Q(x) C R™ has dimension n. For simplicity, let us consider the case of
scalar output variable x(¢). System response channels G¥*, G2, ... G%™ G* correspond to input
and output variables, and they include control tools. Random error of variable measurements
has zero mean value and bounded dispersion. The object can be described as follows:

w(t +7) = A(u(t) + £(1), (1)

where A is unknown object operator, 7 is the value of delay, £(¢) is random disturbance with
zero mean value and bounded dispersion.
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Fig. 1. General scheme of the identification process

The input and output variables are continuous because of the nature of the process but
measurements are carried out at discrete times At due to control tools. There is an initial
sample of observations {u;,x;,4 =1,2,...,s}, where s is the sample size.
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Current information about the process (sample of observations) as well as available a priori
information are supplied to the unit "model", where Z(¢ + 7) is the model output. This block
contains a certain class of models. Thus, it is necessary to formulate the model of the process.

The peculiarity of these processes is the presence of a stochastic relationship between input
variables [7]. Such processes are called "tubular" or H-processes. Conventional identification
algorithms do not give satisfactory results in simulation of such processes so it is proposed to
use the H-model.

2. "Tubular" processes

For reasons of simplicity and without the loss of generality, we consider the process with two
input variables u1, us and one output variable x. Let us assume that values of input and output
variables ui, up and output variable x are distributed in the range [0,1]. The domain of each
variable is the interval, so the process takes place in the unit hypercube (Fig. 2). If there is a
relationship between input variables:

uy (t) = f(uz(t)), (2)

then the process proceeds along the line in the three-dimensional space. Thus, in Fig. 2 unit
cube Q(u,z) is the domain of the process. The process observations belong not to the whole
unit cube but only to the line which is located inside it. It should be noted that form (2) may
be either linear or nonlinear.
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Fig. 2. Simple scheme of a process with functionally related input variables

The relationship between input variables can be stochastic:

up (t) = f(uz(t)) + p(d), (3)

where £(t) is the random disturbance with zero mean value and bounded dispersion. Let us
define the domain where "tubular" process proceeds as Q(u,z). Volume of this subdomain
QF (u, z) is less then the volume of the hypercube Q(u, ) (Fig. 3).

Peculiarity of this process is that it proceeds not in the whole domain Q(u,x), but only in
subdomain Q2 (u,x). This must be taken into account in solving the identification problem of
the "tubular" process. Thus, the use of conventional parametric models [8-10] for identifying
the "tubular" processes can lead to unsatisfactory results. To make a prediction we set values of
input variables u; and us which belong to the regulated domain Q(u,z) but they do not belong
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Fig. 3. Scheme of "tubular" process

to the "tubular" subdomain Q (u,z). The value of the output variable may not belong to the
domain Q(u,x) (point C in Fig. 3). This value is easily eliminated because the boundary of
Q(u, ) is always known. Another situation occurs when the value of the output variable z is
in regulated area but it does not belong to Q7 (u,z) (point A). In this case, it is problematic
to eliminate this value. Only point B belongs to the domain of the "tubular" process, i.e.,
(up,zp) € QW (u,z) C Qu, ).

2. Model of "tubular" process

Let us consider the use of conventional parametric models for identification of stochastic
process when input variables are related. In particular, let H-process be defined with the linear
equation in the three-dimensional space. The schedule of the process has the form of line in the
absence of noise. The conventional parametric model for this process has the form

Z(t+7) = A%u(t), o), (4)

where A® is the selected class of parametric models, « is the parameter vector.

If we use several samples of observations we get different values of the estimated coefficients a.
Also, every model has the form of plane. Thus, estimations that determine the position of the
plane in the space of input and output variables can vary significantly depending on the particular
sample. It is obvious that such model can not adequately describe investigated processes.

Tt is proposed to supplement the conventional parametric models with indicator function I (u).
Then model (4) can be reworked as follows:

Bt +7) = A%(u(t), ) Ls(w), (5)
where indicator I;(u) can be taken in the following form:
1,ifsm<1> T =l 0,
S 1o ()4
Is(u) = s m (6)
0,if Y [ @ (cgl (uj — uj>) —0.

i=1 j=1
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The smoothing parameter ¢, is defined as a solution of minimization problem for the quadratic
criterion which shows the equivalence between object and model outputs compliance. Solution
of minimization problem is based on the method of "sliding examination" [10]. Parameter c;

and bell function ® (cs_l (w — uf )) satisfy the convergence conditions [11].

The initial sample of observations {u;,z;,i =1,2,..., s} is obtained by measuring the input
and output variables. It is used in the calculation of parameters o in model (5). The initial
sample acts also as a learning sample when we calculate the estimation of indicator function (6).
If input variables are related then this relationship is contained in the initial sample, that is,
all sampling points belong to the "tubular" domain. So, if we have to deal only with real data
obtained from the object then the estimation of the indicator function (6) of output model (5)
is equal to one. If we use model (5) with the value u’ € Q(u, ) that does not belong to the field
of "tubular" process then the indicator function is equal to zero. This indicates that the process
at this value u’ does not exist. If there is no relationship between input variables then model (5)
coincides with the standard parametric model (4).

3. Volume estimation of "tubular" process domain

It is unknown a priori whether the process has "tubular" structure or not. Restoration of
the relationship between input variables is a complex and time-consuming process, especially if
the vector of input variables w(t) has high dimension. It is proposed to estimate the volume of
"tubular" process domain Q% (u,z) using the following algorithm.

Algorithm.

Step 1. Generate initial learning sample {w;,z;,i = 1,2,...,s}. In practice, we measure
input-output variables and use these observations as a learning sample.

Step 2. For every variable u;, j = 1,...,m find the minimal u; and the maximum u; values:
uj € [u;,uil,j=1,...,m.

Step 3. Generate test sample {u},1 =1,...,5'} in the interval [u,u].

Step 4. Define sampling points {u};,1 =1,...,s'} that belong to the "tubular" subdomain.
To do this, calculate the estimation of the indicator function (6).

Step 5. Then find the ratio of number of sample points s; that belong to "tubular" sub-
domain (the indicator function for such elements is equal to 1) to the total size of the test
sample s’:

v=—. (7)
Accordingly, the stronger is the relationship between input variables, the smaller is the value

of v. If the process is not "tubular", i.e., all input variables are independent with each other
then the value of v is close to 1.

4. Computer experiment

We carry out series of simulations of the "tubular" process. Let us assume that the object is
described with the following equation:

x(t 4 7) = 2ud(t) + sinug(t) — 0.5u3(t) + ug(t) — 0.3ui(t). (8)
This equation simulates the behavior of some real process. The initial sample is {z;y,, u;, i =

1,2,...,s}, where the value of 7 is a multiple of discreteness At. Later a shift in the output
variable x in the observation matrix of input and output variables is introduced so the delay in
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subsequent expressions is omitted. The sample is {x;,u;, i = 1,2,...,s}. Equation (8) is not
known. When measuring the output variable  random noise is introduced as

§(t) = ac(t), (9)

where ((t) is a random variable uniformly distributed on the interval [-1, 1], a is the interference
value. For example, if the interference is 10% then a = 0.1.

The investigated object has "tubular" structure due to the relationship between input vari-
ables. H-models describe such objects. Any a priori information on the form of the relationship
between input variables is not available. The relationships between input variables are described
as follows:

ui(t) € [0, 3],
uz(t) = wi(t) + pa(t),
ug(t) = sin(u1(t) + ua(t)) + pa(t), (10)
ug(t) = 0.3uy (t)ua(t) + ps(t),
us(t) = ur(t) — ua(t) + pa(?t),

here variable u;(¢) is the random number uniformly distributed on the interval [0, 3], p;(t), i =
1,...,4 are random values generated according to the following formula:

pu(t) = bs(t), (11)

where ¢(¢) is the random number uniformly distributed on the interval [-1, 1], b is the value of
the interference. Let us note again that the form of equation (8) and system (10) is not known.
System (10) is needed to construct a model of the object based on observations of input and
output variables. First, let us consider the traditional way of identification. Taking into account
the identification theory, we assume the following parametric model for object (8) using a priori
information [8]:

E(t+7) = aqud (t) + agsinug(t) + azui(t) + agug(t) + asud(t). (12)
where a;,7 = 1,...,5 are unknown parameters.
Let us generate sample {uy;, ug;, us;, Uag, Usi, i, = 1,..., s} and estimate coefficients «;,7 =

., 5 of model (13), using the least squares method [8] with various values of interference a, b
and the sample size s. Results are presented in the Tab. 1.

There is a small refinement of parameters of model (13) with the growth of sample size. The
accuracy of the simulation at s = 500, a = 0,5, b= 0,5 is 0.07. However, stochastic relationship
between input variables is not included in model (13). Consequently, this parametric model can
not be used for prediction because the process does not exist in the regulated area. It is necessary
to modify the parametric model with the indicator function:

E(t+7) = (a1ui(t) + aosinug(t) + azui(t) + cqua(t) + asui(t)) Is(u(t)). (13)

where I;(u) is the indicator function (6).

We present the results of estimation of the volume of "tubular" process subdomain (Tab. 2).
The sample {u’,i =1,2,...,s'} is generated, using the proposed algorithm.

About 2% of elements of test sample belong to "tubular" subdomain in the case of 5% noise
level and 3% of elements of test sample belong to "tubular" subdomain in the case of 10%. The
results indicate that the region of the "tubular" process is much less than the regulated area.
This means that the investigated process has "tubular" structure.
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Table 1. Coefficients estimations of the model (13)

s a b o o a3 oy as
500 0.5 0.5 2.01 2.99 —-0.49 0.98 -0.24
1000 0.5 0.5 1.99 3 -0.5 1.01 -0.3
500 0.1 0.1 1.98 3 -0.51 1.09 -0.23
1000 0.1 0.1 2 3 -0.49 0.99 -0.21

Table 2. Volume estimation of "tubular" subdomain

s’ a b s1 v

500 0.5 0.5 11 0.022

1000 0.5 0.5 24 0.024

500 0.1 0.1 16 0.032

1000 0.1 0.1 30 0.03
Conclusion

An algorithm for the identification of "tubular" processes with stochastic relationships be-
tween input variables is proposed. The form of these relationships is not known a priori. It is
shown that the dynamical system with significant discrete control of output variable should be
treated as non-inertial with delay. In this case, conventional models of the identification theory
can not be used. The introduction of appropriate indicators is required. The H-model with
stochastically independent input variables coincides with well-known models.

The problem of volume estimation of the region Q (u,z) is also discussed. The method of
calculating this volume is based on the Monte-Carlo method. This algorithm with the existing
initial learning sample allows us to find out the presence or absence of a "tubular" structure of
the process. Some numerical results of the implementation of proposed algorithms are presented.
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O HellapaMeTPpHNYEeCKNX MOoJdeJIdX 683bIHepI_[I/IOHHI)IX
MHOI'OMEPHBIX IIPpOonecCoB C 3aBUMCUMbIMMA
BXOJHbIMM II€ep€eMEHHbIMU

Anekcanap B. MenBenesn

Cubupckuii rocy/1apCTBEHHBIH a9POKOCMUYECKUI yHUBEPCUTET
Kpacuosipckmit pabounit, 31, Kpacnosipck, 660014

Poccusa

Ekarepuna A. Y:xkan

WMucturyT KOCMUdecKnx U HHPOPMAIMOHHBIX TEXHOJIOTUN
Cubupckuii dheepabHbIil YHUBEPCUTET

Csobommsrit, 79, Kpacrosipck, 660041

Poccus

Pacemampusaemces 3adana udenmu@urkayut MHO20MEPHBIT OE3BIHEDUUOHHBLT CUCTIEM C 3ANa3006aAHUEM
nPpU CMOTACTNUYECKOT 3ABUCUMOCTY KOMNOKEHM 6EKMOPL 8TOOHHIT 6030eUcmeutl, Npuiem Tapaxmep
2mot 3a8uUCUMOCTY anpuopu weuseecmen. [1odobrvie npouecco, umerom «mpybuamyro» CmpyKmypy 6
NPOCMPAHCMee 8LOOHBL-8HTOOHML nepemernvir. Memodv, meopuu udenmugpurayuy 0ais nocmpoeHus
Modenets 6e3bHEPUUOHHDBIT CUCTEM OKA3BLBAIOMCA HENPUMEHUMBIMU. Boobuwie anpuopu neussecmmo, A6-
AAEMCA AU uHMepecyrowuts nac npouecc "mpybuwamoim”. Jlas anasusa 9moz0 06cmoamessbemea cnevu-
AALHO PACCMAMPUBLEMCA 3a0a4a BbluucCAenUs 0bBema nodobaacmu, 6 komopol npomexaem "mpybua-
muti" npouecc. Ucxo0mvimu OGHHBMU ABAAOMCA PESYAOMATNDL HAOA0IEHUT BLOOHBLT-EDITOOHVIT NEPe-
mernnz. Ipuseden aneopumm sviwucaernus 06sema Mot nodobaacmu no OmHOWEHUIO K 005eMy uccae-
dyemoz0 npouecca, Komopull 6ce2da U3BECEH U3 ANPUOPHBLIT CEEIEHUT UAU METHOAOLUMECKO20 PEel-
menma. Ilposedenvr 0b6semHble YUCAEHHDIE UCCAEIOBAHUA CPEICTBAMU MEMOIG CMAMUCTNUYECKO20 MO-
deAuposarus, KOmopvie CEUIEMEALCMEYOM 0 JOCMAMOUHO 6biICOKOT IPPHERMUEHOCTNU NPECNOHCEHHBLT
Mmodenet.

Karoueswie crosa: nenapamempureckoe modeauposanue, 6e3oHepuuoHHsil 06sexm ¢ 3ana3doi8anuem, uH-
dukxamopras pyrwkyus, H-npouecc.
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