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The theorems about entropy of eventological distributions concerning its multiplicative-truncated approxi-
mation are formulated and proved. That expands a mathematical tooling of eventology. Entropy of even-
tological approrimations of various powers and also relative entropy of full eventological distributions
of set of events in relation to the multiplicative-truncated approximations are considered on a simple
example for any triplet of events.
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Introduction

For research of properties of entropy of eventological distribution (E-distribution) use evento-
logical theory of multicovariances [1] and the theory of wide dependence theory [2]. For charac-
terization of the E-distributions of set of events X use multicovariance of events as a measure of
a multiplicative deviation of set of events from an independent situation. The appearance of unit
in the range of possible values of multicovariances means a reduction of the set of parameters
sufficient for characterization the E-distribution of the set of events X. The unit values of all
multicovariances 7 (X)) of subsets of events X C X, in which the power is greater than some fixed
value: |X| > m,m = 0,1,...,|X| indicates on the type of E-distribution having the maximum
entropy among all E-distributions, at which values of characteristic parameters from the given
reduced set are fixed. Role of E-distributions, maximizing entropy at known restrictions, play
by multiplicative-truncated approximations of corresponding power [2].

Entropy of E-distribution {p(X),X C X} of set of events X is defined under the classical
formula just as entropy of probabilistic distribution or entropy of a random variable with final
number of values is defined in probability theory and can be interpreted as a measure of uncer-
tainty of E-distribution of set of events [2, 3, 4], and other type of entropy — relative entropy —
is defined as a measure of a deviation of one E-distribution from another.

In the paper the simple example for any triplet of events is illustrated. An entropy of even-
tological approximations of various powers, and also a relative entropy of E-distribution p (X)
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of set of events ¥ to its multiplicative-truncated approximation p [Nl (X) are considered. The-
orems about entropy of distribution concerning its multiplicative-truncated approximation are
formulated and proved, using the circumstance proved in work [3] that at fixation of probabilities
of II-nd sort, the maximum of entropy of distribution of I-st sort is reached on distributions of
I-st sort.

1. Entropy of the Multiplicative-Truncated Approximation

The multiplicative-truncated approximation of an order of Ny the E-distributions
{p(X),X C X} is defined as E-distribution {p!No! (X), X C X}, in which

No
1
5INo] - = [m]
P (X) = p'™ (X)), (1)
ZNO 71;[0
where N
0
Zny = > [ p™(x) (2)
XCX m=0

— the factor providing global normalizing relation of multiplicative-truncated approximation
ptNoland [No] any order Ng = 0,1,---, |%|,

P x) = ] r(¥m), XCX (3)
Y CX
— multiplicative-truncated projection of the order m of E-distribution p (X); {7 (Y),Y C X} —
multicovariances of E-distribution p (X) [1, 4].

Let’s notice that each m-multiplicative projection pl™ (X) any full* E-distribution p (X) is
defined on 2% only by the values pl™ (V;,) = 7 (Y;,) on m-subsets Y, C X, which quantity is
equal Cy. Other values of set-function pl™ (X) are equal or 1 at |X| < m or are calculated
under the formula (3) at | X| > m.

For multiplicative-truncated approximation p Vol as E-distribution, entropy which is calcu-
lated under the formula from [2] is defined:

Hyig = — > p™(X)Inp Vol (X). (4)
XCx

2. Example for a Triplet of Events

Let’s consider the eventology space (€2, F, P) and any full triplet of the events X = {x,y, 2} C
F, chosen from algebra of events F of this space.
Any full triplet of the events X = {x,y, z} has full E-distribution of I-st sort of a kind

{p(@), p(x), ), r2), plx,y), p(z,2), p(y,2), p(r,y 2)}

in which by definition: p(X) >0, X CXu > p(X)=1. E-distribution of II-nd sort for this
XCx

triplet {po, Dz, Py, D2y Pays Pas, Pyzs Payz}, consisting of probabilities of I7-nd sort, is connected

with E-distribution of I-st sort under formulas of the Mobius inversion formulas

pPx = Z p(Y), p(X)= Z (=)= Xy

XCY XCYy

fThe set of events X X is called as full if in its E-distribution of I-st sort all 21%| probabilities do not address
by zero: p(X) > 0,X C X. E-distributions of full sets of events are called as full E-distributions.
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Let’s write formulas for the given triplet:

Pe=p(@)+p@) +pW) +pE) +p@y) +p@.2) +pW,2) +p@y.2) =Y p(X)=1

XCx
pe=p(x) +p(@,y) +p(2,2) +p(z,y,2) =P (2);
py=py)+p(,y) +pY,2) +p(r,y,2) =P(y);
p.=p2)+p(x,2)+py,2) +p(r,9,2) =P(y);

Pay =D (T,y) +p(2,y,2) =P (xNy)

Pez =p(x,2) +p(x,y,2) =P (zN2)

Pyz =D (Y,2) +p(z,y,2) =P (yNz)

DPzyz :p(x7y72) :P(xﬁyﬂz).
From [1, 4] it is known that any full E-distribution {p(X),X C X} of set of events X =
{z,y,2} C F can be connected [1] with corresponding multicovariances {7 (X), X C X} of
E-distribution p (X) under formulas of the Md&bius inversion formulas:

p(X)= 1] ), (5)
YCX
)= [ pm (6)
YCX
Formulas (5) take the following form for X C {x,y, z}:
p(@) =71(9);
p(x) =71(2)7(2);
p(y)=7(2)7(y);
p(Z):T(@)T(z); (7)
plzy) =7(2)7(2) 7 (y) T (2Y);
p(zz) =7(2) 7 (2)7(2) 7 (22);
p(yz) =1 (@)1 (y) 7 (2) 7 (y2):
plzyz) =7(2)7(x)7 (y) 7 (2) 7 (2y) 7 (22) T (y2) T (2Y2) -

The formula (5) can be written down in an equivalent kind, from [2]:
| X|
p(X) =[P, xcx (8)

m=0

where pl"™ (X) is defined under the formula (3) as multiplicative-truncated projection of m-power

of the E-distribution p (X)), and Y,,, — m-subsets of events from X, i.e. |Y;,| =m,m =0,...,|X].
In particular pl% (X) =7 (2) = p(@),p (X) = [] 7(2).
zeX

From [2, table 4] E-distribution of any triplet of events is defined by 8 dependent parameters.
These parameters are multicovariances of m-th power, m = 0, 1,2, 3. Multicovariances the first
and more powers can accept any positive values, and multicovariance 7 (&) is defined by the
formula providing probabilistic rationing:

-1

@ => I II ~@a) | - (9)

XCXm>0Y,CX
for a triplet of events, taking into account (2) and (7), we have:
(r(@) ' =147 () +7 () +7(2) +7(2)7(y) 7 (xy) +
+7 (@) 7 (2) 7 (22) + 7 (y) 7 (2) T (y2) + 7 (2) T (y) 7 (2) T (wy) T (w2) T (y2) T (2Y2) -
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2.1. Entropy of E-approximation of the 0-power

From (1) obtain , that the E-approximation of the 0-power for E-distribution {p (X),X C X}
is equal

X PO pe) 1
PP = SR T o) 2F 2
XCx

i.e. coincides with equiprobable E-distribution on 2/*I. 0-approximation is equiprobable E-
distribution I-st sort for triplet of the events X = {x,y, z}:

{p"(@), 0 (@), 0 (y), 1 (2), P (2,9), 5 (2,2), 1% (y,2), 1 (w,9,2)} =
1 1111111
8878878888
and II-nd sort:
0] <101 ~f0] ~0] ~ o ~0 ~oa_ J, 1111111
{p ap'r[]vpy[] pz[]apz[y]apr[z]apyzvpx[y]z} { 97 0 o9 40 A A o ("

272727447 4° 8

From (4) entropy of equiprobable E-distribution of triplet of the events X = {x,y, z} is equal

=Y XM (x)=-> 1/8-In1/8=8-(1/8-In8) =In8.
XCx XCcx
2.2. Entropy of E-approximation of the 1-power

From (1) obtain , that the E-approximation of the 1-power for E-distribution {p (X),X C X}
is equal

[1 7(2)

A1 (x) = pl (OX)-p[” (1X> _ ol (1X)  eex Y A
> plO(X)-plh(X) X pll(x) X Il 7 ik
XCXx XCXx XCXzeX

Normalizing factor of E-approximation of the 1-power for triplet of the events X:

= 37 P 0 (x) =

XCx

=p (X) (M (@) +p™M () +pM () +pM (2)+pM (2, y) +pM (2, 2) 40 (y, 2) ++pM (2,9, 2)) =
=7(@)A+7@)+7W)+7()+7(@)7 () +7(@)7(2) +7(Y) 7(2) +7(2) 7 (y) 7 (2)).
Then

B (@), 5 @), 5% @), W), 5 @y), 7Y (@.2), 5 ,2), 5 (2,0, 2)} =
=7 (2)- {1 (@) 7(y) 7(2) T(@)T(y) T(X)T(2) T(YT(2) T(¥)T(Y)T (2)}
Zl’ Z ’ 7 ’ Al ’ A ’ A ’ 7 ) 7 .

From (4) entropy of E-approximation of the 1-power of triplet of the events X = {z,y, 2} is equal

n———~-—

Hﬁ[ll—_ﬁ[l]( )lnﬂ—ﬁ[l] (x)lnT(g)T(x)—ﬁ[l] (y)lnT(g)T(y)—ﬁ[l] (2)1 T(@)T(Z)

Z A Z1 A
51 (z, ) In 7(2) TZ(T) 7 (y) — 50 (2,2)In T(Q)TZ(T) 7 (2) — 5l (y, 2)1 (2) TZ(f/) 7 (2)
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—pl (x’y,z)lnT(@)T(UL‘)T(?J)T(Z) 1z, Z U (X)—lnr (2 Z pll(

XCx XCXx
_ [A[l] () +pM (z, ) + M (@, 2) + M (2, v, z)} InT(x)—
- [ @+ @y +5 (4.2 + 5 @y, )] 7 (y) -
- [ﬁ[” (2) +p M (2, 2) + M (y,2) + P (2, , z)] InT(2) =

=z — 5y mr (@) - plY 7 (@) — /Y 7 (y) — Y In7(2) =

1
=InZ; — Z Z ﬁx[,}i ‘InT (V).

m=0Y,,CX

2.3. Entropy of E-approximation of the 2-power

From (1) obtain , that the E-approximation of the 2-power for E-distribution {p (X),X C X}
is equal

[I 7@) I 7(zy)

(0] X) (1] (X) (2] (X) zEX {z,y}CX
500 (x) = P ()P P _ vic S A (x) =1
p ) p
B ST T Xp (0 - x Mrw 11 _ra 2= &
XCx XCxzreX {z,y}CX =

Normalizing factor of E-approximation of the 2-power for triplet of the events X:

= 2P0 P00 =7 (2) (47 (@) 47 0) 47 6) 4 )7 )7 o) ¢

+7(@) 7 (2) 7 (22) + 7 (W) 7 (2) 7 (y2) + 7 (2) 7 (Y) 7 (2) 7 (2y) 7 (22) 7 (y2))-

Then
PP (@), pP(2), 5% (), PP (2), PP (2,9), PP (2, 2), P (w,2), PP (2,9, 2)} =
{1 (@) 7)) T(2) T(@)T(Y)T(2Y) T(2)T(2)7 (22)
Zy' Zy | Zy ' Zy Zo ’ Zo '
7(y) 7 (2) 7 (y2) T(I)T(y)T(Z)T(Iy)T(M)T(yZ)}
Zo ’ Zo ’

From (4) entropy of E-approximation of the 2-power of triplet of the events X = {z,y, 2} is equal

- Z PP (X)mpP(X) =12, Z pP(X)—InT(2) Z pl2

XCx XCx XCx
~ [ @)+ @) + 5% (@2) + 5P (2.9, 9)| 7 (@)= [ (@, y>+p[21 (2.9,2)| In
~ [P @)+ 5 @) + 5 (4.2) + 5 (@,y.2) | In7 ()= [ (2.2) + P (@, 2)| I
- {Am (2)+ 9 (z,2) +pP (y,2) +p 1@ (x,y,z)} lnT(z)—[ﬁm (y,2) +p & (z,9, 2 } In7 (yz)

zanQ—fp\@[?} In7(2)—p,2 lnT(m)—A[Q] In7(y)—pl In7(2)— pw[i] In7 (zy)—p2 In7(22) —

—py[Q] In7(yz) =InZy — Z Z P ‘InT(Y).

m=0Y,,CX
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2.4. Relative Entropy

Entropy of E-distribution {p (X),X C X} concerning its multiplicative-truncated approxi-
mation pi™o! is defined by the formula

X
Hy oo = > p(X) lnpp(), (10)
XCx

which after transformation comes to a kind

Hypivor = —=Hy = > p(X)np™l (X), (1)
XCx
where H, = — 3 p(X)lnp(X) — entropy of E-distribution {p (X),X C X}.

XCx
Using the same technics, as in the previous subsections, we will write entropy of E-distribution
of a triplet of events X = {z,y, 2}

Hy=-Y p(X)p(X)=-In7(2) > p(X)=p(@)nr(x)—py)nr(y) —p(z)n7(z) -
XCx XCx
—p(zy) In (7 (z) 7 (y) 7 (2y)) —p(zz) (7 (2) 7 (2) 7 (2)) —p (y2) In (7 (y) 7 (2) T (y2)) —
—p(zyz) In (1 (2) 7 (y) 7 (2) 7 (wy) 7 (w2) 7 (y2) 7 (wy2)) = —In7 (@) D> p(X) -

XCx
—[p (@) +p(zy) +p(22) +p(eyz)|In7 (2) = [p(y) +p(zy) +p (y2) + p(zyz)] InT (y) —
—[p(2) +p(22) +p(y2) +p (vyz)|In7 (2) — [p (zy) + p (zy2)] In 7 (zy) —
= [p(@2) + p(zyz)|In7 (z2) — [p (y2) + p (xy2)] In 7 (yz) — p (zyz) In7 (vyz) =
=—pegIn7(F) —p,In7(z) —pyInT(y) — 1nT( ) — Doy InT(2Y) — poz InT (22) —
—py InT (Y2) — Pay- InT(2Yy2) Z Z py,, -In7 (V).
m=0Y,,CX

Let’s consider relative entropy of E-distribution of a full triplet of events ¥ = {x,y, 2} and
its approximation of zero power. On the one hand:

Hypo = 3 () LS = S () mp(x) -~ 3 p(x)mpl (x) =
XCx Pl (X) xXCcx XCx
2 r(2)
=S % () - T S () =
m=0Y,,CX 0 XCx

3 3
=> > py, (V) —pelnt(@)+InZo=nZo+ >, > py, InT(Yy).

m=0Y,,CX m=1Y,,CX
On the other hand:
Hy o = —H, — Zp(X)ln(8> ~H,+In8 > p(X)=—H,+In8=—H,+ Hyw;
XCx XCx

Relative entropy of E-distribution of a full triplet of events X = {x, y, z} and its approximation
of zero power will be transformed to a kind:

Hyyp = —Hp — Z P(X)lnﬁm (X),
XCx
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where is used the same technics, as in the previous subsections for the second summand:

7(2) 7(2) 71 (2) 7(9) 7 (y)
*XZC:X npt (X) = *p(@)lnTl*p(l')lnT*P(y)lnT*
(@)1 ()7 (2) T@) ()T (Y)7(2) _
—p(y,2)In 2 —p(z,y,2)In Z —anlngxp(X)*
~In7(2) Y p(X) = [p()+p(@,y) +p(z,2) +p(x,y 2)] In7(x) -
XCx

—[pW) +p(z,y)+p(y,2) +p(z,y,2)] InT(y) = [p(2) +p (2, Z)er(y,Z)er(x y,2)] InT(2) =

=InZ) —po In7 (&) —p, In7(x) —py In7(y) —p. In7(2) =InZ; — Z Z py, -InT (V).
m=0Y,,CX
Hence
3 1
Hypm= 3> > py, In7(Yy)+InZi— > > py, In7(Yy)=
Mm=0 Y CX m=0Y,, CX
3
=InZi+ >, > py, Int(Vn).
m=2Y,,CX

We conduct similar conclusions for the second summand from (11) for approximation of the
second power.

— Z ( )lnp[2] hlZQ Z 1117' Q) Z p(X)_

XCx XCXx XCx
—[p (@) +p(zy) +p(z2) +p(2y2)]InT (2) = [p (2Y) + P (2Y2)] In 7 (2Y) —
=) +p(2y) +p(y2) +p(zyz)|InT (y) — [p(z2) + p (zy2)] InT (v2) —
—[p(2) +p(x2) +p(yz) +p(ry2)]In7 (2) = [p(y2) + p(zy2)] InT (y2) =
InZs —py In7 (D) —pe, In7(2) —py In7(y) —p. In7(2) — poy In7 (2y) — Pz In7 (222) —

2
—py- InT (yz) =InZy — Z Z py, -InT (V).
m=0Y,,CX

Then relative entropy of E-distribution {p (X), X C X} of a full triplet of events X = {z,y, z}
to its approximation of second power {p?? (X), X C X}

p(X)
H, 50 = Y p(X)In 5 (x) Do p(X)p(X) - > p(X)Inp?(X) =
XCx Xcae XCx
3
= Z Z ‘In7 (Vi) +InZ5 — Z Z py,, In7T (Vi) =InZs + pgy - In7 (2y2) .
m=0Y,,CX m=0Y,,CX

Entropy of E-distribution of a full triplet of events X coincides with entropy of E-approxi-
mation of third power:

Hye = Hy = — Z p(X)Inp (X),
XCx
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3
[T pl™ (X)
P () = —= - 2% =p(X), ) p(X)=1
> ﬁ plml (X) X%xp(X) XZQE
XCx m=0
Then
Hyp = p(X)lnﬁﬁ](g) = p(X)ln1=0.
Xcx XCx

3. Properties of Relative Entropy of E-distribution to its
Multiplicative-Truncated Approximation

Theorem 1. Relative entropy of any full E-distribution p to its multiplicative-truncated approz-

imation pNo) of any order Ny = 0,1, --- ,|X| is equal:
||
Hy s = Zn,+ > > py, - In7(Yo), (12)

m=Nop+1Y,,CX

where

No
Zng=Y_ 11 II 7Wm), Xcx

XCxm=0Y,,CX
— the factor providing global normalizing relation of multiplicative-truncated approzimation pNol.

Proof. Entropy of E-distribution {p(X),X C X} relation to its multiplicative-truncated
approximation p [Nol is defined by formula (10) with its transformation in (11)

Hypivol = Y p(X)hl]W(X) =) p(XN)p(X) = Y p(X)lnp ™l (X). (13)

XCx XCx XCX

The first summand is entropy of E-distribution {p (X), X C X}, for which we will enter following
designation

Hp:_ Zp(X)lnp(X).

XCx
| X | %]
Hy=-Y pX)| [[p™ )| == [px)- Y mp(x)] =
XCx m=0 XCx m=0
1% | %]
== [pX) D> | J] ) || ==D [p(X)- > > Inr(Vn)
XCx m=0 Y CX XCx m=0Y,, CX
We change a summation order:
1%
Hy==3 > Wr(¥Yn): > p(X),
m=0Y;,CX Y CX
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where > p(X) = py,, is probability I7-nd sort of E-distribution p. Hence we obtain expres-
Y CX

sion:
|X]

=3 by, Int(Ya), (14)

m=0Y,,CX

Let’s enter a designation for the second summand

H=- 3% p(X)npl(X).
XCx
No

I1 p™ (X)
H=-> p(X)h mﬂT :Zp(X)anNO—Z<

XCx 0 XCx XCx

No
X)- Z In pl™] (X)) =
m=0
N(] NO
=InZy, — 3. (p(X)- S Inpl™ (X)) =InZy,— > [p(X)- > 3 In7T(Yn)].
XCx m=0 XCx m=0Y,,CX
We change a summation order:
=InZy, — Z > T (V) > p(X)=InZy, - Z > py, T (Yn), (15)
m=0Y,,CX Y, CX m=0Y,,CX

which connects H with probabilities of I7-nd sort on subsets of events Y C X up to power Ny
inclusive. Further, inserting into (13) results from (14) and (15), we obtain

| X| No
H,swog=-H,+H= 3 3 py, - In7(Yn)+Zn,— > > py, In7(Vy)=
m=0Y,, CX m=0Y,, CX
Ed

=InZn,+ > S opy, cInT (V).
m=No+1 Y, CX

O

Theorem 2. Relative entropy of any full E-distribution p, in which probabilities of I1-nd sort on
subsets of events up to power Ny inclusive are fixed, to its multiplicative-truncated approximation
PNl of any order Ny = 0,1,---,|%X| is equal to zero:

Hp/f)\ [No] — 7Hp + Hﬁ [Ng] — O (16)

Proof. We will write relative entropy, using designations which have been entered at the proof
of Theorem 1

Hp/ﬁ vl = —H, + H,

where from (11) and (15) the second summand

No
H=WZy, — Z Z py,, -InT (V) (17)

m=0Y,,CX

connects H with probabilities of I7-nd sort on subsets of events Y C X up to power Ny inclusive.
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Let’s consider entropy of multiplicative-truncated approximation p Mo!. Let’s substitute in
the formula (4) a formula (1), and then (3). We obtain :
No
IT p™(X)
— Z pNol (X)In ”11027 =
XCx No
No
=InZy, ~ Y (A““” Z Inpl™ (X ) =nZy, — > (PN (0-Y Y (Vi)
XCx XCcx m=0Y,,CX

We change a summation order:

No
Hywo =InZy, — > Y Inr (V). Y piMl(X).

m=0Y,,CX Y, CX

As > p [Nol (X) = ﬁ}[,i\jo] is probability of I1-nd sort of multiplicative-truncated approximation
Y CX

p Vol we obtain expression:

Hy v = In Zy, — Z ST T (V) (18)
m=0Y,, CX

which connects entropy of multiplicative-truncated approximation with probabilities of I1-nd
sort on subsets of events Y C X up to power Ny inclusive.

Using the theorem of A.Vorobyev [3] and its consequence in the paper of O.Vorobyev [2] that
entropy of E-distributions, having the fixed probabilities of I7-nd sort on subsets of events up to
power Ny inclusive, reaches a maximum on its multiplicative-truncated approximation of order
Ny, we obtain that expressions (17) and (18) coincide, as multiplicative-truncated approximation,
getting to a class of E-distributions with the fixed probabilities of I7-nd sort, have the same
probabilities of I7-nd sort, as distribution:

Py =py, |[Y|<No

Thus, it is shown that

Hp/p [Nog] = *Hp + Hﬁ [No]

for any full E-distribution p, having the fixed probabilities of I1-nd sort on subsets of events up
to power Ny inclusive, when entropy of E-distribution reaches a maximum on its multiplicative-
truncated approximation of order Ny [5].

In the paper by A.Vorobyev [3] and in papers by O.Vorobyev [1, 4] the theorem has been
proved, that entropy of E-distributions of I-st sort {p (X),X C X} reaches a maximum on E-
distributions, at which probabilities of I1-nd sort of crossings of low-power m-subsets of events
(m < Ny < |X]) are fixed and whose multicovariances of I-st sort of corresponding high-powers
{7 (X),|X| > Ny} are equal to unit. Hence the second summand becomes by zero in formula

(12)

£

Hp/ﬁ [No] = IHZNO + Z Z Y, Int (Ym) .

m=No+1Y,,CX

Considering that 7 (Y;,) =1, |Yi| > No, we will write normalising factor

| x|
ZH I~ =2 11 II )= > »(x)=1.
XCXxm=0Y,,CX XCXm=0Y,,CX XCx
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Hence the first summand too addresses in zero. Thus, it is proved that

Hp/ﬁ [Ng] = *Hp + Hﬁ ingl = 0.

for any full E-distribution p having the fixed probabilities of I7-nd sort on subsets of events up
to power Ny inclusive. O

Conclusion

Eventological theory of multicovariances and the theory of wide dependence are actively used
for research an entropy properties in eventology. Based on these theories in the article the
theorems about relative entropy of E-distribution to its multiplicative-truncated approximation
were formulated and proved, it is a consequence of the theorems proved in the works [2, 3].
Relative entropies of E-distribution p (X) of the set of events X to its multiplicative-truncated
approximations p [Vl (X) are illustrated on an example of any triplet of events, illustrations
inductively precede into the general theorems proving. This work is an extension of mathematical
tools eventology and further it is planned to continue researches the properties of entropy and
their use in appendices eventology to modeling the humanitarian and socio-economic systems.
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SHTPOHI/II'?'IHI)IG CBOIICTBA MYJIBbTUIIIINKATUBHO-YCE€YE€HHDbIX
aHHPOKCHMaHHﬁ 9BCHTOJIOI'MYIECKHUX pacnpe,z;eﬂeHI/If/'I

Ouer FO. Bopobben
Haranbsa A. JIykbssHOBa

B pabome chopmyauposanvt u doKa3aHb MEOPEMBL, 00 IHMPONUL IBEHMOAOLUNECKO20 PACTIPEIENEHUS,
OMHOCUMENBHO €20 MYALTNUNAUKAMUEBHO-YCEUYEHHOT ANNPOKCUMAUUY, PACUUUPAOULUE UHCTNDYMERMAPUT
mamemamuveckol 2eenmonoeuu. Ha npocmom npumepe das npoudsosvrozo mpunaema cobvimud
PACCMOMPEHDL  IHMPONUL  IBEHMOAOLUNECKUT  ANNPOKCUMAUUT  PA3AUNHOIT MOULHOCMEU, 6 maKdce
OMHOCUMENLHBIE  IHMPONUU TOAHBLL IBEHMOAOZUMECKUT PACNPEIENEHUT, MHONHCECMEa COobLIMUT Mo
OMHOWEHUN K CBOUM MYADMUNAUKAMUESHO-YCEUEHHDIM ANNPOKCUMAYUUAM.

Karouesvie crosa: co6mmue, MHOHCECTBO co6mmu12, BEPOAMHOCMD, IBEHMON02UHECKOE pacnpe@e/zenue,
MYADMUNAUKATNMUBHO-YCEYEHHAA  NPOERKUUA, MYADNUKOBAPUAYUUA, MYADNMUNAUKATMUBHO-YCEHEHHAA
annpoxrcumayus, IHMponus, omHoCuUmMesvHaA IHMPONUS.
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