On Invariant Estimates for Oscillatory Integrals with Polynomial Phase
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In this paper we consider estimates for trigonometric (oscillatory) integrals with polynomial phase function of degree three. The main result of the paper is the theorem on uniform invariant estimates for trigonometric integrals. This estimate improves results obtained in the paper by D. A. Popov [1] for the case when the phase function is a sum of a homogeneous polynomial of third degree and a linear function, as well as the estimates of the paper [2] for the fundamental solution to the dispersion equation of third order.
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1. Introduction and preliminaries

Many problems of harmonic analysis, analytic number theory and mathematical physics are related to trigonometric (oscillatory) integrals with polynomial phase. Note that the form of such oscillatory integrals does not change under linear changes of variables, i.e. it is invariant under linear changes of variables. V. P. Palamodov posed the problem of estimating the trigonometric integral in terms of the coefficients of the phase function [3].

In this paper we give a solution of Palamodov’s problem when the phase function is a sum of a homogeneous polynomial of third degree and linear terms. Such kind of integrals has been considered in the paper [2] in relation to the fundamental solution to third order dispersion equations. However, in that paper the estimates were obtained for the fundamental solutions for fixed coefficients of the principal part. It is an interesting problem to investigate the behavior of corresponding oscillatory integrals that depends on the coefficients of the polynomial, as proposed by V. P. Palamodov. Some invariant estimates were obtained by using invariants of classical groups in the paper [3]. However, these estimates are not optimal when discriminant of $P_3$ is small and the coefficients are large. In this paper we obtain optimal invariant estimates for trigonometric integrals (see Theorem 2.1).

There is a well-known asymptotic expansion for trigonometric integrals with smooth amplitude function as coefficients of the phase tend to infinity along a fixed direction, say $\lambda A$, where $A \in S^5$ is a fixed point on the unit sphere centered at the origin and $\lambda$ is a positive parameter. However, the behavior of a trigonometric integral may change significantly even if the vector $A$ varies a little. Thus, we come to the problem of combined estimates for trigonometric integrals,
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i.e. uniform estimates for trigonometric integrals depending on both large $\lambda$ and "small" parameters $A$, that has been investigated by many authors (see [4] for discussion and more references).

We obtain an estimate assuming that the amplitude belongs to some Sobolev space, so the coefficient in the estimate depends only on the norm of the amplitude function. The main estimate obtained in this paper agrees with the principal part of the asymptotic expansions for trigonometric integrals with the phase whose coefficients are of the form $\lambda A$ for a fixed vector $A \in S^2$. Depending on the vector $A$, the asymptotic behavior as $\lambda \to +\infty$ can have the following forms:

$$\begin{align*}
O(\lambda^{-1/3}) & (A_2 \text{-type singularity}), \\
O(\lambda^{-2/3}) & (D_4^{+2} \text{-type singularity}), \\
O(\lambda^{-3/4}) & (A_3 \text{-type singularity}), \\
O(\lambda^{-5/6}) & (A_2 \text{-type singularity}), \\
O(\lambda^{-1}) & (A_1 \text{-type singularity}).
\end{align*}$$

In all cases our uniform estimate coincides with the principal part of the asymptotic expansion of oscillatory integrals with phase without linear terms and with smooth amplitude functions up to a constant. The results improve the estimates obtained in the paper [1] by D. A. Popov for particular case when the phase function is a polynomial, also it gives bounds for the fundamental solution to the dispersion equations in terms of its coefficients.

### 2. Formulations of the main results

**Definition.** The integral over $\mathbb{R}^n$

$$J(P, \varphi) = \int_{\mathbb{R}^n} e^{ip(x,a)} \varphi(x) dx, \quad (1)$$

where $P : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ is a smooth real-valued function and $\varphi : \mathbb{R}^n \to \mathbb{C}$ is an element of the space of amplitude functions, is called an oscillatory integral with the phase $P$ and the amplitude $\varphi$. In general the integral (1) does not converge in the Lebesgue sense. But it converges in the sense of distributions (see [5]).

We denote by $W^1_0(\mathbb{R}^n)$ the Sobolev space with the norm given by

$$\|\varphi\|_{W^1_0(\mathbb{R}^n)} = \int_{\mathbb{R}^n} \left( \sum_{|\alpha| \leq n} |D^\alpha \varphi| \right) dx,$$

where $D^\alpha \varphi$ is the derivative of $\varphi$ in the sense of distributions. Also, it can be considered as the completion of the Schwartz class of functions with respect to the norm $W^1_0(\mathbb{R}^n)$.

Let $P$ be a polynomial function of the form

$$P = P_3 + P_1,$$

where $P_3(x,y) = a_0 x^3 + 3 a_1 x^2 y + 3 a_2 xy^2 + a_3 y^3$ and $P_1 = c_0 x + c_1 y$.

We consider the following integral

$$I = \int_{\mathbb{R}^2} \varphi(x,y) e^{ip(x,y)} dx dy, \quad (2)$$

where $\varphi \in W^2_1(\mathbb{R}^2)$. Obviously, this integral converges in the usual (Lebesgue) sense.

**Theorem 2.1.** Suppose $\varphi \in W^2_1(\mathbb{R}^2)$, then there exists a positive number $C$ such that the following estimate holds

$$|I| \leq C \|\varphi\|_{W^2_1(\mathbb{R}^2)} \|D^2\|^{-\frac{3}{2}}, \quad (3)$$
where \( D = 3a_1^2a_2^2 + 6a_0a_1a_2a_3 - 4a_0a_3^2 - 4a_1^2a_3 - a_2^2a_3^2 \) is the discriminant of the polynomial \( P_3(x, y) \).

**Remark 1.** If \( c_0 = c_1 = 0 \) then theorem 4 of the paper [3] yields

\[
|J| \leq \frac{C\|\varphi\|_{W^2_1(\mathbb{R}^2)}}{N^\frac{1}{3} + |M|^\frac{1}{2} + \frac{|D|_{\mathbb{R}^2}}{N}},
\]

where \( N = a_0^2 + 3a_1^2 + 3a_2^2 + a_3^2 \), \( M = a_1^2 + a_2^2 - a_0a_2 - a_1a_3 \).

So, when \( |D|_{\mathbb{R}^2} \) is the dominant term then our estimate does not contain the factor \( N \). It is obvious that our estimates are much better when \( \frac{|D|_{\mathbb{R}^2}}{N} \) is small and \( N \gg 1 \). The factor \( N \) appears in the estimate for the Sobolev norm of a function. But this norm is not invariant under a linear change of variables.

We use another technique based on estimates for oscillatory integrals over a triangle (with a discontinuous amplitude). It allows us to obtain a more precise estimate (see Th. 4.1).

**Remark 2.** By using Popov’s [1] Theorem 4.1 one can obtain the estimate (in our notation)

\[
|J| \leq C_\varepsilon N^{\frac{1}{2}(11+\varepsilon)}D^{-2},
\]

where \( 0 < \varepsilon \leq 1 \) and \( C_\varepsilon \) is a constant. Note that \( N^{\frac{11}{2}}D^{-2} > ND^{-\frac{7}{2}} \), hence our estimate also improves the bound given by Popov.

From theorem 2.1 and theorem 4 of the paper [3] we have the following

**Theorem 2.2.** For the integral (2) the following estimate holds

\[
|I| \leq \frac{C\|\varphi\|_{W^2_1(\mathbb{R}^2)}}{|D|^\frac{1}{2} + |M|^{\frac{1}{4}} + N^{\frac{1}{2}}},
\]

where \( N = a_0^2 + 3a_1^2 + 3a_2^2 + a_3^2 \), \( M = a_1^2 + a_2^2 - a_0a_2 - a_1a_3 \).

3. Proof of the main results

First we prove Theorem 2.1. Assuming that \( |D| \geq M \) (where \( M \) is a fixed sufficiently large positive number), possibly after a rotation, we may take \( |a_0| = \max\{|a_0|, |a_1|, |a_2|, |a_3|\} \).

The estimate (6) is trivial when \( |D| < M_0 \). Note that the Schwartz class of functions is dense in \( W^2_1(\mathbb{R}^2) \). Hence, it is enough to prove the estimate (6) for \( \varphi \) from the Schwartz space. Integrating by parts, we get

\[
I = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial^2 \varphi}{\partial x \partial y} \left( \int_{-\infty}^{x} \int_{-\infty}^{y} e^{i\varphi(\xi, \eta)} d\xi d\eta \right) dxdy.
\]

From this, the inequality

\[
|I| \leq \sup_{x, y} \left| \int_{-\infty}^{x} \int_{-\infty}^{y} e^{i\varphi(\xi, \eta)} d\xi d\eta \right| \int_{\mathbb{R}^2} \left| \frac{\partial^2 \varphi}{\partial x \partial y} \right| dxdy
\]

follows trivially.

Now, we estimate the following integral

\[
\int_{-\infty}^{x} \int_{-\infty}^{y} e^{i\varphi(\xi, \eta)} d\xi d\eta.
\]
First, we change variables in the phase function. To be precise, we assume that the equation $P_3(x,y) = 0$ has only one real root. We can represent the principal part of the phase function as

$$P_3(x,y) = a_0(x - \alpha_1 y)(x - \alpha_2 y)(x - \alpha_3 y),$$

where $\alpha_1, \alpha_2, \alpha_3$ are the roots of $P_3$.

Suppose $\alpha_3$ is the real root of $P_3(x,1) = 0$, then $\alpha_1 = \overline{\alpha}_2$. We use the following change of variables (cf. [6], also [1]):

$$x = \frac{2(\alpha_1 - \alpha_3)(\alpha_2 - \alpha_3) + (\alpha_1 + \alpha_2 - 2\alpha_3)\alpha_3}{2(\alpha_1 - \alpha_3)(\alpha_2 - \alpha_3)|\alpha_1 - \alpha_2|} x_1 + \frac{\alpha_3}{2(\alpha_1 - \alpha_3)(\alpha_2 - \alpha_3)} y_1,$$

$$y = \frac{\alpha_1 + \alpha_2 - 2\alpha_3}{2(\alpha_1 - \alpha_3)(\alpha_2 - \alpha_3)|\alpha_1 - \alpha_2|} x_1 + \frac{1}{2(\alpha_1 - \alpha_3)(\alpha_2 - \alpha_3)} y_1.$$

(5)

Then we have

$$\mathcal{P} = \frac{a_0}{4(\alpha_1 - \alpha_3)(\alpha_2 - \alpha_3)|\alpha_1 - \alpha_2|} x_1(y_1^2 - \text{sgn}(\alpha_1 - \alpha_2)^2 x_1^2).$$

(6)

Where $\text{sgn}(\alpha_1 - \alpha_2)^2 = 1$ if both $\alpha_1, \alpha_2$ are distinct real numbers and $\text{sgn}(\alpha_1 - \alpha_2)^2 = -1$ if $\alpha_1, \alpha_2$ are non-real complex conjugate numbers.

We know that the function (6) has singularities of type $D_4^\pm$ (depending on $\text{sgn}(\alpha_1 - \alpha_2)^2$), when $\alpha_1, \alpha_2$ are complex numbers then surely $\alpha_1 = \overline{\alpha}_2$. Note that the change of variables (5) can be used in the case when $P_3(x,1)$ has only one real root (compare with [1]). After the change of variables, $[x, \infty) \times [y, \infty)$ transforms into a triangle. Further on, by a triangle we mean any proper triangle, any angle in the plane, or a strip.

Now we consider the integral

$$J_T = \int_T e^{i\lambda(x^2 + y^2 + s_1 x + s_2 y)} d\xi dy,$$

(7)

where $T$ is a triangle.

**Theorem 3.1.** There exists a constant $C$ such that for any $(s_1, s_2) \in \mathbb{R}^2$ and $|\lambda| \geq 1$ the following estimate

$$|J_T| \leq \frac{C}{\lambda^2}$$

holds true.

Theorem 3.1 is an analog of the more general theorem by J.\,J.\,Duistermaat [7] for the case $T = \mathbb{R}^2$. It is proved in the paper [9] (see also [8]).

Without loss of generality we may assume that $\frac{a_0}{4(|\alpha_1 - \alpha_3)(\alpha_2 - \alpha_3)|\alpha_1 - \alpha_2|} \geq 1$. From Theorem 3.1 we have the following estimates

$$\left|\int_T e^{i\mathcal{P}(\xi, \eta)} d\xi d\eta\right| \leq \frac{C}{\left|4(\alpha_1 - \alpha_3)(\alpha_2 - \alpha_3)|\alpha_1 - \alpha_2|\right|^\frac{1}{4}} \leq \frac{C a_0^2 (\alpha_1 - \alpha_3)^2 (\alpha_2 - \alpha_3)^2 (\alpha_1 - \alpha_2)^2}{27}.$$

Note that $D = \frac{a_0^2 (\alpha_1 - \alpha_3)^2 (\alpha_2 - \alpha_3)^2 (\alpha_1 - \alpha_2)^2}{27}$ (see [1]).
So, for any element \( \varphi \) of the Schwartz space the following estimate holds

\[
|I| \leq \frac{C\|\varphi\|_{W^2_1(\mathbb{R}^2)}}{|D|^{\frac{3}{4}}}
\]

Since the set of infinitely differentiable rapidly decreasing functions is dense in \( W^2_1(\mathbb{R}^2) \), we obtain a required bound by passing to the limit. This completes the proof of Theorem 2.1. \( \square \)

Now we shall give some auxiliary results.

**Proposition.** There exists a constant \( C \) such that for the integral (1) the following estimate

\[
|J| \leq \frac{C\|\varphi\|_{W^1_1(\mathbb{R}^2)}}{|N|^{\frac{3}{4}} + |M|^{\frac{3}{4}}}
\]

holds true.

**Proof.** The proof, in fact, follows from the following results of the paper [3]. Let \( \varphi \) belong to the Sobolev space \( W^1_1(\mathbb{R}^2) \) and

\[
p(x, y) = p_n(x, y) + p_{n-1}(x, y) + \ldots + p_1(x, y),
\]

where \( p_k \) is a homogeneous polynomial of degree \( k \). Consider a trigonometric integral of the form

\[
J = \int_{\mathbb{R}^2} \varphi(x, y)e^{ip(x, y)}dxdy. \tag{8}
\]

**Lemma 2.4.** The integral (8) is estimated as follows

\[
|J| \leq \frac{k\|\varphi\|_{W^1_1(\mathbb{R}^2)}}{|d^n p|^{\frac{3}{4}}}
\]

Let \( E_n \) be the space of binary forms of degree \( n \). The group \( SL(2, \mathbb{R}) \) acts on it. If \( D \) is an invariant of the group \( SL(2, \mathbb{R}) \), its value at the form \( p \) will be denoted \( D(p) \).

The space of polynomials of degree at most \( n \) is injectively imbedded in \( E_n \). Indeed, it suffices to multiply each term by a power of a new variable such that the result is a homogeneous form of degree \( n \). This is an isomorphic mapping from the space of polynomials of degree at most \( n \) into the space \( E_n \). We shall denote it by \( \Phi_n \). Thus, for a polynomial \( q \) in one variable we can determine the value of the invariant \( D \) of the group \( SL(2, \mathbb{R}) \) from the formula

\[
\tilde{D}(q) = D(\Phi_n(q)).
\]

**Lemma 2.5** Let \( D \) be a homogeneous invariant of degree \( m \) in \( E_{n-1} \). Then for the integral (8) the following inequality holds

\[
|J| \leq \frac{k\|\varphi\|_{W^1_1(\mathbb{R}^2)}}{|D \left( \frac{\partial p_n}{\partial x} \right) + D \left( \frac{\partial p_n}{\partial y} \right)|^{\frac{3}{4}}}
\]

Finally, the proof of Theorem 2.2 follows from Theorem 2.1 and Proposition.
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