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Abstract. One of the most destructive natural disasters that harms both the environment and human
life is fire. They jeopardize human life and public safety in addition to causing enormous material
damages. The development of an effective system for identifying city fires is the aim of this project.
An Al method for enhancing fire detection operations is the YOLOvVS model. For precise and effective
fire detection, city cameras are turned into a visual sensor network based on the YOLOVS paradigm.
This system scans camera footage to determine the specific location and presence of fires using deep
learning technologies. WebRTC technology is also used to send fire alarms. WebRTC enables direct and
efficient communication between the system and observers. Combining YOLOvS and WebRTC with a
visual sensor network can enhance and increase the effectiveness of early fire detection and response
operations. This study presents a system for early identification of fire incidents in cities, at a low cost

by taking advantage of the existing surveillance camera infrastructure.
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Hcnonb30BaHue ropoacKux KaMmep Ha0II01eHH s
JJISl CO3JaHM Sl BU3YAJILHOM CEHCOPHOM CeTH

NJIs1 00OHAPY KEeHUS MOKapOB
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“Cubupckuti pedepanvHulil yHUGepcUmem
Poccuiickas @edepayus, Kpacuosapck
oTexnonoeuueckuii ynusepcumem — Upax

Pecnybnuxa Upax, bazoao

Annotanusi. OJHUM U3 CAMBIX Pa3pyHIMTEIbHBIX CTUXUHHBIX O€ICTBUN, HAHOCSIIIUX BpeJI Kak
OKpYyKarollel cpesie, Tak U )KU3HU YeJIOBeKa, SABJIIOTCS Mmoxkapbl. OHU HE TONBKO HAHOCST OTPOMHBIIN
MaTepHuabHbIN yiepO, HO M CTaBAT MO/ YyIpO3y JKU3HB JI0AEH U 00IECTBEHHYI0 0€30aCHOCTb.
Lenplo 1aHHOTO MPOEKTA SIBJIsIeTCS pa3padboTka 3(pPpeKTUBHON CHCTEMBI BBISIBICHHS TOPOJICKUX
1o)apoB. MeTo/] NCKyCCTBEHHOTO MHTEJJICKTAa JUIsl YIYUIlIeHHs Olepannuii o oOHapy KEHUIO
noxkapa — 31o mozaesib YOLOVS. [{nst TogHOr0 ¥ 3(EeKTUBHOTO OOHAPYKCHUS MM0Kapa TOPOICKUE
KaMephbl IIPEBpAIaloTCs B CETh BU3yaIbHBIX JaTYMKOB Ha ocHOBe mapagurmel YOLOVS. Ota cucrema
CKaHUPYET 3alMCHU ¢ KaMep, YTOOBI ONPEeINTh KOHKPETHOE MECTONOIOKEHUE U HAlIMYHE [I0)KAPOB
C TIOMOIIIBIO TEXHOJIOTHH ri1y6okoro ooyuenus. Texuonorus WebRTC Takke ucronbiyercs s
OTIIPAaBKU CUT'HAJIOB NokapHOH TpeBoru. WebRTC obecneunBaeT npsiMyro u 3p(HEeKTHBHYIO CBSI3b
MeX 1y cucteMoii u HaOmtonarensimu. Oobveaunenne YOLOvVS u WebRTC ¢ ceThlo BU3yalbHBIX
JATYMKOB MOJKET YJIYULIUTD U MOBBICUTH (P PEKTUBHOCTH Onepanuii Mo paHHeMy 0OHapy KEHUIO
roXapa U pearupoBaHMIO Ha HET0. B 3ToM Hcciae0BaHUY MTpe/ICTaBIeHa CUCTEMA PAHHETO BhISIBJICHUS
MI0KapOB B TOPO/IaX C HU3KUMHU 3aTpaTaMH 3a CUET UCIIOIb30BAHUS CYIIECTBYOLIEH HHPPACTPYKTY P
Kamep HaOJIIoIeHUSI.

KuoueBble c10Ba: ceTh Bu3yalbHBIX ceHCOopoB, WebRTC, YOLOVS, kamepa HaOmoneHns1, 0OOHapyKEHIEe
noxkapa.

Huruposanue: [les6 O.A. Mcnons3oBaHUE TOPOACKUX KaMep HAOIIOJSHUS ISl CO3AaHUsI BU3YaIbHOM CEHCOPHOW CeTH ISt
obOHapysxenus noxapon / O.A. [les0, /1. O. Uepuukos, A. C. Cenusanos // Kypu. Cud. ¢penep. yu-ta. TexHuka 1 TeXHOJIOTUH,
2024, 17(2). C. 266-275. EDN: UBMXVW

I. Introduction

Urban areas are highly vulnerable to fires, which can have catastrophic impacts on both human life
and infrastructure. The swift propagation of fires in urban settings can result in extensive devastation,
property damage, and potentially even fatalities. Due to the pressing necessity for prompt identification
and efficient intervention, there is an increasing inclination towards utilizing technology to alleviate
the detrimental consequences of fires. Early detection of fires allows for quick evacuation procedures,
notification of emergency services, and application of firefighting techniques [1].

An effective strategy involves implementing a visual sensor network throughout the city, which
would provide prompt identification and intervention. The extensive deployment of security cameras
across the city ensures thorough monitoring, hence minimizing the likelihood of overlooking possible
fire events [2, 3]. Furthermore, the instantaneous nature of the visual sensor network permits timely
notifications and rapid action, facilitating firemen and emergency services to promptly respond and

mitigate the propagation of fires [4].
— 267 —



Journal of Siberian Federal University. Engineering & Technologies 2024 17(2): 266275

Due to the progress of technology, one of the best methods for spotting fires is to use the object
detection algorithm YOLOVS. A deep learning-based model called YOLOVS, or You Only Look Once
version 5, is capable of precisely identifying and locating a variety of items in live photos and videos
[5]. An extensive collection of fire photo datasets is necessary to train the YOLOvS5 model for fire
detection. A range of fire scenarios, including wildfires, interior and outdoor fires, and varying fire
intensities, should be included in the dataset [6].

The utilization of communication and networking technology to establish connections between
visual sensor networks and deliver notifications in fire detection systems has fundamentally transformed
our approach to fire protection [7]. Through the establishment of a network of interconnected optical
sensors, data can be effectively gathered from several locations in real-time. These sensors, comprising
cameras, thermal imaging devices, and other visual sensors, acquire visual data pertaining to fire
events. The collected data is transferred to a central monitoring system or a designated control center
using modern networking techniques. This enables the consolidation of monitoring and analysis of the
visual data. If a fire occurs, the network has the ability to promptly identify the existence of smoke,
flames, or any other indications related to fire.

A number of methods have been proposed for creating a fire detection system. [8] This study
investigates the use of unmanned aerial vehicles (UAVs) and wireless sensor networks for early fire
detection. [9] The purpose of this article is to develop a fire detection system that uses unmanned
aerial vehicles and sensor network technologies to prevent fire occurrences. The suggested system uses
sensors to monitor environmental parameters, and Internet of Things apps are used to process the data.
It integrates cloud computing, UAVs, and wireless sensor technology. To increase the accuracy of fire
incident recognition, the system also incorporates image processing algorithms. Sendra et al presenta Lora
WAN:-based fire risk assessment system [10]. A LoRa node with several sensors to measure temperature,
CO02, wind speed, humidity, and other parameters is part of the system. [11] This work presents FFireNet,
a deep learning approach that leverages the MobileNetV2 model's pre-trained convolutional basis. To
solve the issue of recognizing forest fires, more completely connected layers are included.

This research proposes to transform the cameras deployed in the city into a visual sensor network
based on the YOLOVS model for fire detection. This proposal comes to increase the utility of cameras
and enhance their use in the city, as they are not limited to surveillance and security only. When a
fire is detected, an immediate alert signal is sent to the fire control center. WebRTC technology was
used as a communication channel between the monitoring point and the fire control center. WebRTC
technology can send an image and coordinates of the fire site or display a live broadcast of the fire site.
This effort will pave the way for the development of DVR and NVR devices to be able to detect fires
and send alerts. The safety of cities is improved thanks to this method at the lowest cost, as the city's
already existing infrastructure, such as cameras and networks, is used without requiring additional
costs for installing traditional fire detection systems. Using this method, a faster response to fires can
be achieved, and the time needed to deal with them can be reduced. The efficiency of fire brigades can

also be improved, and they can be better directed to fire sites.

II. DVR and NVR
The DVR (Digital Video Recorder) and NVR (Network Video Recorder) are both devices used for

video surveillance and recording. A DVR is a device that records video footage from analog cameras
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[12]. It typically has multiple video inputs to connect analog cameras, and it compresses and stores the
video data on a hard drive. DVRs are commonly used in older surveillance systems. On the other hand,
an NVR is a device that records video footage from IP (Internet Protocol) cameras [13]. IP cameras
capture digital video and send it over a network to the NVR, which then stores the video data on a hard
drive. NVRs are commonly used in modern surveillance systems. Both DVRs and NVRs allow users
to view live video feeds and playback recorded footage. However, the main difference lies in the type

of cameras they support and the way they handle video data.

II1. Visual sensor network (VSN)

A visual sensor network (VSN) is a system consisting of numerous strategically placed visual
sensors that capture and analyze visual data from the surrounding environment. These sensors
encompass a variety of devices, such as cameras, thermal imaging devices, depth sensors, and
other vision-based devices. Visual sensor networks have garnered considerable interest and are
extensively employed in diverse applications owing to their capacity to offer abundant visual
data for analysis and decision-making purposes. Visual sensor networks have a wide range of
applications that extend across multiple areas. VSNs are employed in the domain of surveillance and
security to oversee public spaces, structures, and vital infrastructure [14]. They provide immediate
identification of irregularities, monitoring of objects or persons, and maintenance of public safety.
Visual sensor networks can be utilized in the field of traffic management to efficiently capture and
analyze traffic patterns, monitor congestion levels, and optimize transportation systems [15]. Visual
sensor networks provide a potent method for capturing and interpreting visual data from their
surroundings. Due to their capacity to incorporate several sensors and offer a holistic perspective of
scenes or occurrences, VSNs have become invaluable instruments in diverse applications, spanning
from surveillance and traffic control to environmental monitoring and healthcare. The future is
predicted to bring more improvements to visual sensor networks through achievements in sensor
technologies and data processing techniques, resulting in enhanced capabilities and expanded

applications [16].

IV. Image processing by using python

Image processing is one significant field where Python is utilized frequently. Python's powerful
libraries and packages, such as PIL (Python Imaging Library) and OpenCV (Open Computer Vision
Library), allow developers to tackle a wide range of image-related tasks with efficiency. Image
processing includes object detection, image segmentation, image enhancement, image filtering, and
other critical operations. There are several functions and methods available in Python to effectively
do these tasks. For instance, the OpenCV library offers several image processing features. Developers
can leverage tools like edge detection, resizing, color space conversion, and thresholding to customize
photographs to their specifications. Another well-liked choice for Python image processing tasks is
PIL. Among PIL's numerous capabilities is the ability to edit photos by cropping, rotating, resizing, and
applying filters. Additionally, this library allows developers to work with a range of image file types,
such as JPEG, PNG, BMP, and others. Furthermore, because of its versatility and ease of use, Python
is a wonderful choice for beginners who want to learn more about image processing. Its extensive

documentation and sizable development community facilitate the understanding and use of image
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processing techniques. Python's strong library and intuitive interface let developers tackle complex
image processing tasks with ease [17].

V. Algorithm

Fig. 1 shows the proposed algorithm for converting surveillance cameras into a visual sensor
network for fire detection.
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Fig. 1. Proposed algorithm for converting surveillance cameras into a visual sensor network for fire detection

Most surveillance screens typically display a set of video clips coming from cameras installed in
monitored areas. Each video clip is labeled to indicate the camera transmitting it. Fig. 2 illustrates an
example of a surveillance screen in a building.

Initially, the coordinates of the areas being monitored by the camera, as well as the viewing angle
and distance, must be determined and stored on the computer running the fire detection software. A

DVR or NVR device is connected to the computer to transmit the surveillance video. The computer
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Fig. 2. Is an example of a surveillance screen in a building
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Firefighting center

Fig. 3. Depicts the communication network connecting the monitoring stations to the fire control center

hosting the fire detection software should have high specifications for video analysis and real-time fire
detection. The YOLOVS5 software was used for fire detection due to its speed, accuracy, and ease of
use. The first method allows for direct input of the video into the fire detection software. The second
method involves capturing screen images from the surveillance screen at specified time intervals, such
as every 10 seconds, and analyzing them. This method is useful when the computer specifications are
not high.

A communication network is created between the monitoring points and the fire control center
using WebRTC technology. This network exchanges data and notifications between monitoring points
and the fire control center, allowing rapid and effective intervention in fighting fires. Fig. 3 depicts a
communication network between monitoring stations and the fire control center.

Alarms from fire monitoring stations will be transmitted to the fire control center via WebRTC
technology. The image of the fire taken from the monitoring screen, together with the location
coordinates, are sent right away to the fire control center so they can take the appropriate action when a
fire breaks out inside the monitoring center's field of view. Using WebRTC technology, the firefighting
center may also view a live broadcast of the fire location.

VI. Experimental results

To achieve our goals for this project, we utilized a wide range of applications and technology.
Yolov5 and the Google Colaboratory were two of these. One way to mimic a monitoring platform is
with a web page written in JavaScript. We carried out three repetitions of the suggested procedure to
guarantee the accuracy of our system evaluation. Additionally, we tested the trained model using input
data that included a collection of photos and video clips with fire and smoke to confirm its efficacy.
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Fig. 4. Image of the input video to the fire detection system

The first experiment involved simulating a video as a live input to the fire detection program.
The video contains a group of nine video clips, one of which shows a fire and the other smoke. Fig. 4
illustrates the input video image of the fire detection system.

The results of the experiment show the identification of the fire and smoke areas in the video. The
images containing the fire and smoke are cropped to be sent along with the coordinates of the location
to the fire control center. Fig. 5 and 6 illustrate the output of the fire detection program.

The time taken to analyze 10 seconds was 90 seconds, and this time is very long. To reduce
processing time, an image was taken every 10 seconds of the monitoring screen. The image was
processed, and fire and smoke were successfully detected in the image. The time taken to analyze the
image was 3 seconds, and this time is considered acceptable compared to the video processing time.
The experiment was repeated to detect fires and smoke in videos and photos using Google Colab with
a GPU processor. Fires and smoke were detected in real-time videos and images. Table 1 shows the
processing time using the PC and Google Colaboratory.

The YOLOVS program has been modified to be able to send an alarm to the firefighting center
when a fire occurs. The fire monitoring system was simulated via a web page based on WebRTC
technology. Through the monitoring page, observers can know the location of the fire on the map and

a live video of the fire location. An example of the fire monitoring system is depicted in Fig. 7.

VII. Conclusion

Using deep learning technology to transform the city's surveillance cameras into a visual sensor
network is a practical and unique approach. This method allows videos to be automatically and
correctly analyzed and significant information extracted. Furthermore, significant cost savings are

realized because existing CCTV infrastructure is used rather than establishing a new sensor network.
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Fig. 5. The output of the fire detection program

Fig. 6. Pictures that will be sent to the firefighting center

Fire 0.92

CAM 3

Table 1. The processing time using the PC and Google Colab

Input Type Processing Time by Using the Pc | Processing Time by Using the Google Colaboratory
Video 90 second Real Time
Image 3 second Real Time

This method improves the city's ability to harness monitoring data and increase citizen safety and

convenience. The use of Yolov5 technology in this context marks a significant advancement in the field

of efficiently and effectively transforming security cameras into visual sensor networks.
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Fig. 7. Fire monitoring system
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