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Abstract. This article is devoted to the forensic analysis of the factors (cyberthreats) determining a negative information impact on recipients’ worldview in the Internet environment (changes in values, emotional perceptions, and expressions of will, etc.). Findings are founded on the concepts of deviant and delinquent speech behavior, the authors also outline definitions of criminogenic, aggressive, destructive, harmful, conflictogenic, and discrediting (defamatory) information and define the semantic field ‘destructiveness of information impact’. The research is based on an interdisciplinary legal and linguistic approach and uses methodology of information law (cyberlaw) and forensic speech science (forensic linguistics) for integral examination of aggressive information products (that are threatening worldview security of Internet communication) in several ways: 1) as speech actions related to law violations (verbal components that reflect actus reus of crimes, administrative offences, and civil torts); 2) as a result of communication activity; 3) as a source of forensically valuable information. The article covers such worldview security threats as defamation; libel; insult; propaganda of drugs, pornography, gambling, violence and cruelty, murder, autodestructiveness (including suicide), extremism (including terrorism); cyberbullicide; cybersuicide; cybergrooming; sexting; sex blackmail; doxing; outing; faking; astroturfing; cybertrolling; flaming; cyberbullying; cybermobbing; harassment; impersonation; exclusion (ostracism); stigmatization; cyberstalking; threats; hating; ‘happy slapping’, etc. The authors formulated the list of offenses, entailing the commitment of criminogenic and conflictogenic speech actions (in accordance with the current Russian civil, administrative and criminal legislation), as well as the list of types of information prohibited or restricted in distribution as harmful to the health and development of children (according to the current Russian legislation) are of urgent applied significance.
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1. Introduction

Information, which is distributed in the Internet environment, has such features as materiality, systematicity, inexhaustibility, distance, interactivity, polymodality and mediation, as well as virtuality and virality.

The relative anonymity of cyberspace leads to the fact that delinquents actively use simulacra and other methods of false information and manipulation, while considering themselves outside the field of legal responsibility for these acts (so called phenomenon of social disinhibition (Vasil'ev, 2016: 321)).

Worldview security in the Internet environment covers a wide range of public relations which require not only detailed legal regulation but also the development of fundamental innovative approaches to measures of detection, prevention and counteraction to criminogenic speech acts in the Internet environment. We consider the concept of worldview security as a factor of social and political stability based on a natural rights approach.

The counteraction of the phenomena of verbal extremism, cyberbullying, defamation, flaming, faking, and other cyberthreats considered in this study is associated with the risk of restricting the right to freedom of thought, speech and expression. Therefore, this counteraction should be considered in interconnection and interdependence with the rights of others to equality, freedom of religion, protection from discrimination, protection of honor, dignity and other fundamental human and civil rights.

2. Theoretical framework

Due to the insufficient development of the concepts of destructive, harmful, criminogenic and other types of aggressive information, there is a need for the theoretical determination of principles and rules for its regulation, as well as innovative criteria for the classification of information materials based on an integrated legal and linguistic approach.

Analysis, systematization and differentiation of these concepts of deviant speech behavior, as well as the construction of a semantic field of destructive informational impact, are necessary within the theory of worldview security of Internet communication and require not just integration, but the synthesis of legal and linguistic knowledge on the basis of forensic speech science.

3. Statement of the problem

Determination of the semantic field of the concept of ‘destructiveness of information impact’ requires the integration of different approaches to the study of concepts of aggressive information impact and a combination of criteria used for worldview security threats (risks) in Internet communication, the classification of information into destructive, criminogenic, conflictogenic, discrediting, harmful, as well as for the classification of speech (communication) strategies and tactics of information impact.

4. Methods

The basis of research methodology is the dialectical approach to reality cognition based on the interrelation and interdependence of different phenomena. In this research, the laws of dialectical and formal logic were used along with general scientific methods (observation, description, comparison, systematization, formalization, classification, etc.), special scientific methods (logical, statistical, comparative-analytical, system-structural, complex and systemic approaches) and logical techniques (analysis, synthesis, induction, deduction, analogy, etc.).

This study is interdisciplinary in nature, providing a synergistic effect from the integration of provisions of information law (cyberlaw), substantive law, criminology, forensic science and applied linguistics – forensic speech science (forensic linguistics). This interdisciplinary approach is necessary for two reasons. Firstly, speech traces, which are addressed under the framework of worldview security of Internet communication, can be defined in several ways: 1) as speech actions related to law violations; 2) as a result of communication activity; 3) as a source of forensically valuable information. It should be noted that the term ‘speech action’ is not equal to the term ‘speech act’ in the context of forensic speech science. The theory of speech acts has been developed by R. Yakobson (Yakobson, 1985), J. Austin
(Austin, 1975), J. Searle (Serl', 1986), G. Grise (Grais, 1998) and other linguists. A speech act can be described as ‘production of a specific sentence for the implementation of a certain communicative intention in certain communication conditions’ (Kan, 2015). A speech action reflects the verbal component of actus reus and can include one, two or more speech acts.

Secondly, the distribution of speech acts, which include verbal aggression, can contain actus reus of crimes, administrative offences, and civil torts. Systematization of worldview security threats was based on case law and forensic examinations practice over the period 2015–2020; practices of The Federal Service for Supervision of Communications, Information Technology, and Mass Media (Roskomnadzor) over the period 2013–2018; laws and regulations establishing responsibility for speech acts; academic publications devoted to cyberaggression; and legal regulations of cybersecurity.

5. Discussion

We define worldview security of Internet communication as the state of protection of users of the Internet environment, in which there are no content or communication risks tied with information causing harm to health and (or) physical, mental, spiritual or moral development of these users. The threats to the worldview security of Internet communication at the present stage are (Galiashina, Nikishin, 2018):

− cyberbullying is the use of technology to threaten someone, put someone to shame, hurt the feelings of another person, demonstrate hostile attitude applying discriminatory statements related to appearance, intelligence (mental abilities), skills, etc. (See e. g. Willard, 2007; Kowalski, Limber, & Agatston, 2011) Cyberbullying includes cyberrmobbing (when someone is being bullied by a group of people), harassment, impersonation, exclusion (ostracism), stigmatization, cyberstalking, threats, happy slapping, online hate.

− trolling is a form of social provocation in the Internet environment that is used both by personalized participants interested in greater recognition, publicity, shocking, and by anonymous users without the possibility of their identification (See e. g. Hilvert-Bruce, & Neill, 2020; Napieralski, 2018). Trolling includes flaming (in Internet discourse, this is a situation when the initial dispute topic has long been lost and the communicants are getting the personal treatment, turning the conversation into mutual exercises in backbiting);

− popularization of suicidal and other self-destructive behavior, cybersuicide (cybersuicide flashmob, addictive cybersuicide), cyberbullycide (bringing the victim of cyberbullying to suicide);

− transformation of accounts and communities promoting suicidal ideas into: 1) groups related to the study of information coding mechanisms, 2) movements popularizing the ideas of Satanism (publishing symbols, etc.), as well as 3) communities directly related to the cult of cruelty and violence (publishing shock content and etc.);

− popularization of extremist-terrorist ideology (ideas of separatism, neo-fascism, religious extremism, etc.) (See e. g. Lim, 2020; Nikishin, 2019b; Farkas, Schou, & Neumayer, 2018);

− open or camouflaged recruitment of minors into radical groups and destructive communities through social networks; illegal missionary activities;

− romanticization of the underground culture, the cult of violence and cruelty (including prison culture); glorification of murderers and suicides through the spread of the ‘columbine’ subculture (‘school shooting’, ‘roslyakovshchina’) (See e. g. Murray, 2017; Slater, 2003);

− cybergrooming (establishing ‘friendship and emotional connection with a child or adolescent to gain their trust for the purpose of sexual exploitation’ (Soldatova, Chigar’kova, Dreneva, & Iliukhina, 2019: 91)) and sexting (‘a type of virtual communication that includes sending, receiving or forwarding text messages, images, photographs, audio and video recordings of sexual content’ (Ibidem: 96));

− sex blackmail (‘the threat of publishing intimate photos of the victim in order to extort additional photos, videos or sexual acts’ (Ibidem: 12), doxing (‘announcement that the
victim offers sexual services’ (Ibidem: 12), outting (posting any kind of information in the public domain, which the victim of persecution did not want and tried to avoid) and digital self-harm (dissemination of defamatory information about themselves in the Internet environment);

- destructive propaganda using fan-fiction (a special type of fan art based on the use of any precedent cultural phenomenon: works of literature, cinema, television, gaming industry, etc.). The results of such fan art are published on special thematic sites (ficbook.net, etc.). The main danger is that destructive ideas can be promoted using familiar images and characters of popular (including among minors) works (films, cartoons, etc.). Such familiar images and characters are modified for propaganda purposes, changed to exert a destructive influence on a specific audience (to propagandize violence, Satanism, drug use, pornography, suicide, etc.).

- faking (dissemination of false information for the purpose of propaganda and agitation aimed at distorting facts for political manipulation of the mass consciousness) and astroturfing (‘the fifth column of the Internet’) – the use of modern software or paid users to organize fake information campaigns online and manage public opinion (for political or business purposes)

- libel, belittling of honor, dignity, business reputation, insult to citizens and legal entities, humiliation of human dignity and discrimination on the basis of language, nationality, sex, religion and other socio-biographical grounds or grounds of physical disabilities.

According to research, more than 50 % of adolescents aged 12–17 years are faced with images of violence, descriptions of methods of excessive weight loss, pornography on the Internet (Ibidem: 11); about 20 % with content about the ways of using drugs and self-harm; about 70 % of adolescents and young people (15–25 years old) faced the propaganda of extremist-terrorist ideology on the Internet (Ibidem: 29–30); about 70 % of adolescents and young people have encountered online propaganda of suicide and self-harm (Ibidem: 109–110, 140); about 60 % of adolescents and young people aged 14–24 years receive information about methods of suicide on the Internet (Syrokvashina, Dozorceva, Badmaeva, Makushkin, & Shkityr’, 2017: 24–31); 10–14 % of Russian adolescents and young people resorted to self-cutting (Soldatova, Chigar’kova, Dreneva, & Iliukhina, 2019: 112); about 25 adolescents faced AUE (prison culture) propaganda (Ibidem: 41) and information about drug distribution online (Ibidem: 47); about half of the girls have come across Internet content dedicated to extreme methods of losing weight (Ibidem: 116); about half of adolescents and young people (12–13 years old – 23 %, 14–17 years old – 47 %, over 17 years old – 54 %) were subjected to cybergrooming attempts (Ibidem: 92).

The listed threats to the worldview security of Internet communication are associated with manifestations of speech aggression and require consideration through the prism of the concept of destructive communication.

5.1. Destructive communication

Considering the concept of destructive communication, Ya. A. Volkova points out that ‘the main postulate of destructive communication is «I am the master of the situation, and my interlocutor is a victim, and to hurt him/her by any means is valor» (Volkova, & Panchenko, 2016: 167).

Destructive communication is considered as ‘the forms and features of interactions that adversely affect the interlocutor’s personality and complicate the relationships from the perspective of the theory of communication (Kunieyina, Kazarinova, & Pogol’sha, 2001: 271). In this theory destructive communication includes not only aggressive, conflict and criminogenic communication, but also lies, deception, manipulation and ‘other forms of influence directed by selfish motives’ (Ibidem: 280).

Considering destructive communication in the cognitive-discursive paradigm, Ya. A. Volkova considers that ‘destructive’ means not just ‘devastating’, but ‘consciously committing aggressive actions in order to inflict suffering on another individual, while not feeling remorse and receiving satisfaction from the committed acts’ (Volkova & Panchenko, 2016: 168). In the aspect of the research top-
ic, the satisfaction from the performed actions should not be understood only as a psychological satisfaction of the delinquent with the corresponding destructive accentuations (in this case, the delinquent is confident in his/her own rightness and does not feel responsibility for the harm caused to the victim of his/her aggressive behavior).

Information attacks on the worldview security of Internet users can be performed on the basis of selfish motives with full awareness of their abnormality, incorrectness and perverseness. In the latter case, speech aggression is aimed at changing the value attitudes of the audience in order to obtain political or other benefits and motivated not by emotions, but by the desire to receive some kind of reward.

In our opinion, this type of destructive communication is covered by the concept of instrumental aggression in the understanding of A. Bass, who singled out ‘hostile’ aggression (caused by an insult, physical attack or the presence of irritants) and ‘instrumental’ aggression (the purpose of which is to win a competition or receive a ‘reward’) (Buss, 1971).

The cognitive strategy of destructive communication can be implemented by integration of various speech (communicative) strategies, i.e. ways of speech behavior in accordance with the intention of the communicant (Borisova, 1999: 89). Within the framework of destructive Internet discourse, the most widespread speech strategies are invective strategy, manipulation strategy, propaganda strategy, discreditation strategy, domination strategy. Each of these speech strategies operates with a certain set of speech tactics, i.e. speech actions aimed at implementing speech strategies.

Analyzing the communicative category of destructiveness in the interdiscursive aspect, Ya. A. Volkova considers the tactics of rudeness and communicative sadism to be completely destructive tactics. ‘Communicative sadism is a complex combined destructive tactic that includes techniques / tactics of open (insults, mockery, threats) and latent (systematic pejorative pressure without open manifestation of hostile emotions) verbal aggression, open and latent non-verbal aggression’ (Volkova, & Panchenko, 2016: 168).

Rudeness is ‘a combined communicative tactic that includes the techniques of direct and indirect verbal and non-verbal aggression (insult, threat, indignation, ill will, ignorance, etc.), based on the aggressor’s impunity and the victim’s helplessness (Ibidem). The whole point is in impunity of acts, in that feeling of complete helplessness experienced by victims.

5.2. Destructive, criminogenic, conflictogenic, discrediting, harmful information: the verge of correlation

Deviant speech behavior (forms of speech aggression representation) in the digital environment correlates with such concepts as harmful, destructive, conflictogenic, criminogenic, discrediting, etc. information. That is why it is important to differentiate these concepts and determine the semantic field of the concept ‘destructiveness of information impact’.

Following E. Fromm’s ideas (Fromm, 2004), we consider destructiveness as an extreme form of aggression – ‘malignant aggression’. Since the Federal Law ‘On the Protection of Children from Information Harmful to Their Health and Development’ appeals to the concept of harm to health and to physical, mental, spiritual and moral development of children, the concept of information ‘harmfulness’ cannot be ignored.

V. N. Lopatin gives the following definition of the so-called ‘harmful information’: ‘information, dissemination of which harms the society interests, the legitimate interests and rights of citizens’ (Lopatin, 2000).

I. L. Bachilo and V. N. Lopatin propose the following classification of harmful information from the perspective of information law:

1) false information;
2) information which includes an infringement of honor, good name and business reputation;
3) information aimed at inciting hatred, enmity and violence;
4) obscene information;
5) information that has a destructive effect on people (Bachilo & Lopatin, 2001).

It is hardly possible to agree with such an approach to classification due to the absence of a common basis for division: 1) certain types of information, dissemination of which entails legal responsibility, are listed with varying degrees of specification; 2) the first two points of the classification intersect due to the correlation with the concept of ‘defamation’; 3) the dissemination of not all ‘false information’ forms the composition of a civil tort (for example, according to article 152 of the Civil Code of the Russian Federation), an administrative offense (for example, according to article 13.15 of the Administrative Code of the Russian Federation) or a crime (for example, according to article 128.1 of the Criminal Code of the Russian Federation); 4) the description of the fifth type of harmful information can be actually interpreted as ‘all types of other information which are not mentioned in the previous clauses’, since the phrases ‘destructive impact’ and ‘harmful impact’ coincide in meaning: destructive (disastrous) a priori presupposes harm, i.e. destruction and substitution of the value-worldview attitudes of information recipients.

The same inconsistencies can be found in V. S. Maurin’ classification of harmful information:

1) inappropriate advertising;
2) information that infringes upon honor, dignity and business reputation;
3) obscene information or pornography;
4) information inciting discrimination against the rights and legitimate interests of a person;
5) information that has an unconscious negative impact on human health (Maurin, 2004).

Thus, it is appropriate to consider the concepts of ‘harmfulness’ and ‘destructiveness’ of information interchangeably, taking into account that they can cause harm to the health and (or) physical, mental, spiritual, and moral development of recipients.

The dissemination of destructive (harmful) information is a manifestation of deviant speech behavior. Delinquent speech behavior (i.e. entailing legal responsibility deviant behavior) is a part of deviant speech behavior that covers speech actions forming actus reus of crimes and administrative offenses or violating forbiddings established in Federal Law ‘On the Protection of Children from Information Harmful to Their Health and Development’, Federal Law ‘On Information, Information Technologies and Information Protection’\(^2\), etc.

Information (that is the result of speech-thinking activity within the framework of delinquent speech behavior) has not just harmful but criminogenic nature.

Criminogenicity is ‘the ability to generate criminality, contribute to its strengthening, expansion’ (Efremova, 2000). I.e. criminogenic information is information, creation or dissemination of which entails criminal (more broadly – and administrative) liability because contributes to the increase and expansion of criminality (other forms of illegal behavior), calling for violence and cruelty, murder and propagating extremist-terrorist and other destructive ideology, drug use, etc.

On the other hand, we admit that the proposed term is conditional, since not all criminalized speech actions contribute to the expansion of unlawful behavior but can generate non-criminalized forms of deviant behavior (self-destructive behavior, engaging in non-traditional sexual relations, etc.) or have the goal of inflicting mental, spiritual, moral suffering on the communicant, without assuming his/her destructive physical actions (intimation through faking, dissemination of libelous, offensive information, cybertrolling, cyberbullying, etc.).

Any criminogenic information is based on a conflict, i.e. conflict potential (‘conflictogenity’) is a broader concept in relation to criminogenicity. In this regard, the ‘etymology’ of the concept ‘criminogenic speech aggression’ (See also Nikishin, 2019a) can be represented as follows (see Scheme 1).

According to the suggested approach, the concept of ‘criminogenic speech aggres-


\(^2\) In this research, we consider criminalization broadly as a phenomenon covering both crimes and administrative offenses.
**Scheme 1. Criminogenic speech aggression**

- **Conflictogenic situation**: a potentially conflict situation, containing the preconditions of a possible conflict

- **Conflict**: a contradiction that has changed from potentially possible into really, actually existing, reached the sphere of one's interests

- **Social conflict**: 

- **Speech conflict**: explicating of a social conflict into the speech activity of at least one of the conflict parties; this explicating lies in the expression of a conflictogenic opinion and its justification through a discrediting (negative) opinion

- **with aggression**
  - **non-criminalized**
  - **criminalized**

  **Criminogenic speech aggression** is the process and result of the explicating of destructive emotional and emotional-modal states into the speech products in order to cause moral or physical harm to another person through threats, communicative pressure on the addressee, demonstration of the superiority of the addressee, etc.

- **without aggression**
  - **usage of forensic (linguistic, etc.) knowledge is needed**
  - **usage of forensic (linguistic, etc.) knowledge is not needed**

---

's' covers offenses prohibited by any branch of substantive law. However, we propose to use the concepts of 'conflictogenic (conflict-generating) information', 'conflictogenic speech actions' to characterize communicative situations where speech actions do not constitute actus reus of an administrative offense or a crime, but may serve as a pretext for a civil dispute (for example, for filing a defamation claim due to a violation of Article 152 of the Civil Code of the Russian Federation).

We summarized different types of offenses entailing commitment of criminogenic and conflictogenic speech actions (according to the current Russian legislation) (Table 1). Information prohibited or restricted in distribution as
Table 1. List of offenses entailing commitment of criminogenic and conflictogenic speech actions

<table>
<thead>
<tr>
<th>№</th>
<th>Speech action (speech strategy) title</th>
<th>Article of Penal Code (PC) / Code of Administrative Violations of Law (CAVL) / Civil Code (CC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>dissemination of untrue information discrediting the honor, dignity, business reputation of citizens and the business reputation of legal entities</td>
<td>CC, art. 152</td>
</tr>
<tr>
<td>2</td>
<td>insult</td>
<td>CAVL., art. 5.61</td>
</tr>
<tr>
<td>3</td>
<td>libel</td>
<td>PC, art. 128.1</td>
</tr>
<tr>
<td>4</td>
<td>libel against a judge, juror, prosecutor, investigator, inquiry officer, bailiff</td>
<td>PC, art. 298.1</td>
</tr>
<tr>
<td>5</td>
<td>contempt of court</td>
<td>PC, art. 297</td>
</tr>
<tr>
<td>6</td>
<td>the dissemination of expressing obvious disrespect for society information about the days of military glory, as well as committed in public desecration of the symbols of military glory</td>
<td>PC, art. 354.1 (p. 3); CAVL., art. 13.15 (p. 4)</td>
</tr>
<tr>
<td>7</td>
<td>insult to a government official</td>
<td>PC, art. 319</td>
</tr>
<tr>
<td>8</td>
<td>insult to a soldier</td>
<td>PC, art. 336</td>
</tr>
<tr>
<td>9</td>
<td>actions expressing clear disrespect for society and committed in order to insult the religious feelings of believers</td>
<td>PC, art. 148 (p. 1)</td>
</tr>
<tr>
<td>10</td>
<td>public appeals to carry out terrorist activities</td>
<td>PC, art. 205.2</td>
</tr>
<tr>
<td>11</td>
<td>public justification of terrorism</td>
<td>PC, art. 205.2</td>
</tr>
<tr>
<td>12</td>
<td>propaganda of terrorism</td>
<td>PC, art. 205.2</td>
</tr>
<tr>
<td>13</td>
<td>public appeals to carry out extremist activities</td>
<td>PC, art. 280</td>
</tr>
<tr>
<td>14</td>
<td>public appeals to actions aimed at violating the territorial integrity of the Russian Federation</td>
<td>PC, art. 280.1</td>
</tr>
<tr>
<td>15</td>
<td>incitement to hatred or enmity, as well as humiliation of human dignity</td>
<td>CAVL., art. 20.3.1; PC, art. 282</td>
</tr>
<tr>
<td>16</td>
<td>act of terrorist threat</td>
<td>PC, art. 205</td>
</tr>
<tr>
<td>17</td>
<td>knowingly false reporting of an act of terrorism</td>
<td>PC, art. 207</td>
</tr>
<tr>
<td>18</td>
<td>propaganda or public display of Nazi attributes (or symbols), or attributes (or symbols) of extremist organizations, or other attributes (or symbols), whose propaganda or public display is prohibited by federal laws</td>
<td>CAVL., art. 20.3</td>
</tr>
<tr>
<td>19</td>
<td>rehabilitation of Nazism (falsification of history)</td>
<td>PC, art. 354.1 (pp. 1–2)</td>
</tr>
<tr>
<td>20</td>
<td>persuading, recruiting or otherwise involving a person in terrorist activities</td>
<td>PC, art. 205.1</td>
</tr>
<tr>
<td>21</td>
<td>persuading, recruiting or otherwise involving a person in the activities of an extremist community or an extremist organization</td>
<td>PC, art. 282.1, 282.2</td>
</tr>
<tr>
<td>22</td>
<td>compulsion to acts of a sexual nature</td>
<td>PC, art. 133</td>
</tr>
<tr>
<td>23</td>
<td>lecherous actions</td>
<td>PC, art. 135</td>
</tr>
<tr>
<td>24</td>
<td>threat of murder or grievous bodily harm</td>
<td>PC, art. 119</td>
</tr>
<tr>
<td>25</td>
<td>threat in connection with the administration of justice or preliminary investigation</td>
<td>PC, art. 296</td>
</tr>
<tr>
<td>26</td>
<td>inducement to commit suicide</td>
<td>PC, art. 110.1</td>
</tr>
<tr>
<td>27</td>
<td>organization of activities aimed at inducement to commit suicide</td>
<td>PC, art. 110.2</td>
</tr>
<tr>
<td>28</td>
<td>propaganda of narcotic drugs, psychotropic substances or their precursors, plants containing narcotic drugs or psychotropic substances or their precursors, new potentially dangerous psychoactive substances</td>
<td>CAVL., art. 6.13.</td>
</tr>
<tr>
<td>29</td>
<td>abuse of freedom of the media (faking)</td>
<td>CAVL., art. 13.15 (pp. 9–11)</td>
</tr>
<tr>
<td>30</td>
<td>placing an advertisement on engagement of children in the creation of information products that are harmful to their health and (or) development in information products for children</td>
<td>CAVL., art. 6.17 (p. 3)</td>
</tr>
<tr>
<td>31</td>
<td>violation of the established requirements for the distribution of information that is harmful to children’s health and (or) development (see Table 2)</td>
<td>CAVL., art. 6.17 (p. 1)</td>
</tr>
</tbody>
</table>
harmful to the health and development of children is given in Table 2.

As for discrediting information, the destructive intention in the discrediting speech strategy is to harm the honor, dignity, and business reputation of the opponent, i.e. to reduce his/her/its authority in the political, business or other social spheres through the explication of criminogenic speech aggression.

The dissemination of discrediting information may entail both civil law liability (Article 152 of the Civil Code of the Russian Federation) and administrative liability (Article 5.61 of the Russian Code of Administrative Violations of Law) or criminal liability (Articles 128.1, 298.1, 297, 319, 336, 354.1 of the Criminal Code of the Russian Federation) or not entail any legal liability, while keeping the property of harmful information impact.

Thus, based on the analysis of scientific literature, normative legal acts and expert practice, we determined the ratio of the aforementioned concepts of aggressive information impact in Euler’s circles as follows (Fig. 1).

### Table 2. Information prohibited or restricted in distribution as harmful to the health and development of children

<table>
<thead>
<tr>
<th>Information prohibited for distribution among children includes:</th>
<th>Information, the dissemination of which among children of certain age categories is restricted, includes:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. information encouraging children to commit actions threatening to their life and (or) health (e.g. to harm to their health, to commit a suicide) or the life and (or) health of other people, or information aimed at persuading or otherwise involving children in the commitment of such actions</td>
<td>1. an image or description of cruelty, physical and/or mental violence (except for sexual violence), crime or other antisocial acts</td>
</tr>
<tr>
<td>2. information that can make children want to use narcotic drugs, psychotropic and/or intoxicating substances, tobacco products, alcoholic and alcohol-containing products, to take part in gambling, to be engaged in prostitution, vagrancy or begging</td>
<td>2. information that causes fear, horror or panic in children, including information (an image or description) presented in a degrading form and concerning non-violent death, an illness, a suicide, an accident or disaster and/or their consequences</td>
</tr>
<tr>
<td>3. information substantiating or justifying the admissibility of violence and/or cruelty, or information encouraging to carry out violent actions against people or animals (except the cases provided by the Federal Law)</td>
<td>3. an image or description of sexual relations between a man and a woman</td>
</tr>
<tr>
<td>4. information containing an image or description of sexual abuse</td>
<td>4. information containing swear words and expressions that are not related to obscene language</td>
</tr>
<tr>
<td>5. information that denies family values, promotes non-traditional sexual relations and forms disrespect for parents and/or other relatives</td>
<td></td>
</tr>
</tbody>
</table>
5.3. Semantic field of the concept ‘destructiveness of information impact’

G. Ipsen defined a semantic field as ‘a set of words with a common meaning’ (Ipsen, 1924: 142–225). In other words, a semantic field is ‘a hierarchically organized set of lexical and semantic units, integrated by a common concept and reflecting a certain conceptual area’ (Fatkullina, 2010: 60). Following V.N. Telia’s ideas, we consider a concept as ‘knowledge about the designated phenomenon in all its connections and relationships’ (Telia, 1986: 100).

The results of this research show that the semantic field of the concept ‘destructiveness (harmfulness) of information impact’ has the concepts of ‘harm’ and ‘destruction’ in its core and includes the following lexico-semantic groups and subgroups:

- conflictogenity
  • conflict
- worldview
  • axiosphere
- deviance
- delinquency
- speech aggression
  • criminogenic speech aggression
  • cyberaggression
- criminogenity
- discrediting
  • defamation
  • libel
  • insult
- propaganda
  • drugs
  • pornography
  • nontraditional sexual relations
  • gambling
  • violence and cruelty
    • murder
    • autodestructivity
      • suicide
- extremism
  • terrorism
- recruitment
- manipulation
  • cyberbullicide
  • cybersuicide
    • online cyberbullicide
    • flash mob cybersuicide
    • addictive cybersuicide
- cybergrooming
- sexting
- sex blackmail
- doxing
- outing
- faking
  • fake news
  • astroturfing

Fig. 1. Concepts of aggressive information impact
– dominance
  • cybertrolling
  • flaming
  • cyberbullying
  • cybermobbing
  • harassment
  • impersonation
  • exclusion (ostracism)
  • stigmatization
  • cyberstalking
  • threats
  • hating
  • ‘happy slapping’

6. Conclusion

In this research, we not only summarized current threats to the worldview security of Internet communication and considered the concept ‘destructive communication’, but also systematically delineated such concepts of deviant speech behavior as destructive, criminogenic, conflictogenic, discrediting and harmful information based on an integrated legal and linguistic approach.

The classification of these phenomena of aggressive information impact is the starting point for the further development of criteria for the classification of information materials in order to ensure the worldview security of Internet communication.

The summarized list of offenses, entailing the commitment of criminogenic and conflictogenic speech actions (in accordance with the current Russian civil, administrative and criminal legislation), as well as the list of types of information prohibited or restricted in distribution as harmful to the health and development of children (according to the current Russian legislation) are of immediate applied significance. Generalization of the concepts included in the semantic field of the concept ‘destructiveness (harmfulness) of information impact’ is theoretically significant and needs a deeper differentiated study on the basis of the methodology of forensic speech science (forensic linguistics) for the further development of legal and linguistic support of worldview security of Internet communication.
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