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Introduction

In this paper we discuss inverse problems for the pseudoparabolic diffusion equation

(νu+ ηMu)t + kMu+ gu = f. (0.1)

Here M is an elliptic linear differential operator of the second order in the space variables,
ν > 0 is a constant, the coefficients η and k depends on t, the functions g and f depends
on t, x. We establish the regularity of the strong solution of two inverse problems for (0.1)
with unknown coefficients η and k dependent on t under the Dirichlet boundary condition and
additional integral boundary data akin to the conditions of overdetermination considered in [5,6].
An exact statement of the problems will be given below. In [6], the regularity of the strong
solution was investigated for the inverse problem on finding an unknown coefficient k(t) with
given constant η and function g(t, x) in the sense that the smoothness of the solution increases
with increasing the smoothness of the input data. In this paper by the regularity of the solution
is meant its continuous dependence on the input data of the inverse problem. The regularity
of solution, as used here, was established for the inverse problem of finding an unknown lower
coefficient g = g(t) in equation (0.1) [7].

In [5,6], following the idea of [9] the existence of the strong solutions of the inverse problems
was proved by reducing the inverse problem to an operator equation of the second type for the
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unknown coefficient. It was shown that the operator of this equation is a contraction on a set
constructed with the use of the comparison theorems for pseudoparabolic equations.

Applications of such problems deal with the recovery of unknown parameters indicating phys-
ical properties of a medium (the heat conductivity, the permeability of a porous medium, the
elasticity, the absorption (also known as potential) in the diffusion etc.). An exact statement
of the problem will be given below. Since the natural stratum is involved, the parameters in
(0.1) should be determined on the basis of the investigation of its behavior under the natural
non-steady-state conditions (see [1,12,13] for more details). This leads to the interest in studying
the inverse problems for (0.1) and its analogue.

The study of inverse problems for pseudoparabolic equations goes back to 1980 s. The first
result [11] refers to the inverse problems of determining a source function f of equation

(u+ L1u)t + L2u = f (0.2)

in case L1 = L2 where L1 and L2 are the linear differential operators of the second order
in spacial variables. We should mention also the results in [2, 8] concerning with coefficient
inverse problems for the linear equation (0.1). In [8], the uniqueness theorem is obtained and an
algorithm of determining the coefficients of L2 is constructed. In [2], the solvability is established
for two inverse problems of recovering the unknown coefficients in terms u (the lowest term of
L2u) and ut of (0.2). In [10], an inverse problem of recovering time-depending right-hand side
and coefficients of (0.2) is considered. The values of the solution at separate points are employed
as overdetermination conditions. The existence and uniqueness theorems are proven for this
problem and the stability estimates of the solution are exposed.

The paper is organized as follows. Section 1 discusses the statement of the inverse problems.
In Section 2 the regularity of the solution is investigated for the problem on recovering an
unknown coefficient k(t) in the second order term of the equation (0.1). Section 3 is devoted
to the regularity of the solution to the problem on identification of the leader coefficient η(t)

in (0.1).

1. The statement of the problems

Let Ω be a bounded domain in Rn with a boundary ∂Ω ∈ C2, Ω be the closure of Ω. T is
an arbitrary real number, QT = Ω× (0, T ) with the lateral surface ST = (0, T )× ∂Ω, QT is the
closure of QT and the pair (t, x) is a point of QT .

From now on we keep the notations: (·, ·)R is the inner product of Rn; ∥ · ∥ and (·, ·) are
the norm and the inner product of L2(Ω), respectively; ∥ · ∥j is the norm of W j

2 (Ω), j = 1, 2;
and

〈
·, ·
〉
1

is the duality relation between W̊ j
2 (Ω) and W−j

2 (Ω); ∥ · ∥p/2 is the norm of W p/2
2 (∂Ω),

p = 1, 3.
We introduce a linear differential operator M = −div(M(x)∇) + m(x)I where M(x) ≡

(mij(x)) is a matrix of functions mij(x), i, j = 1, 2, . . . , n; I — the identity operator. We also
keep the notation

〈
Mv1, v2

〉
M

=

∫
Ω

((M(x)∇v1,∇v2)R +m(x)v1v2)dx

for v1, v2 ∈ W 1
2 (Ω) and assume that the following conditions are fulfilled.
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I. mij(x), ∂mij/∂xl , i, j, l = 1, 2, . . . , n, and m(x) are bounded in Ω. Operator M is elliptic,
that is, there exist positive constants m1 and m2 such that for all v ∈ W 1

2 (Ω)

m1∥v∥21 6
〈
Mv, v

〉
M

6 m2∥v∥21. (1.1)

II. M is a selfadjoint operator, that is, mij(x) = mji(x), i, j = 1, 2, . . . , n for x ∈ Ω.
In this paper we are studying the inverse problems of recovering unknown coefficients of the

equation (0.1) with the initial data

(νu+ ηMu)|t=0 = U0(x), (1.2)

and the boundary condition
u|∂Ω = β(t, x). (1.3)

We investigate the regularity of the solutions of two inverse problems.

Problem 1. For ν = 1, given functions g(t, x), f(t, x), U0(x), β(t, x), ω(t, x), φ(t) and a constant
η find the pair of unknown functions {u, k}, k = k(t), satisfying the equation (0.1), the initial
data (1.2), the boundary condition (1.3) and the condition of overdetermination∫

∂Ω

{
η
∂ut

∂N
+ k

∂u

∂N

}
ω(t, x)ds+ kφ1(t) = φ2(t). (1.4)

Problem 2. For ν = 0, k = 1, given functions g(t, x), f(t, x), U0(x), β(t, x), ω(t, x), φ(t) and real
constants µ1, µ2, find the pair of unknown functions {u, η}, η = η(t), satisfying the equation (0.1),
the initial data (1.2), the boundary condition (1.3) and the conditions of overdetermination∫

∂Ω

{(
η
∂u

∂N

)
t
+

∂u

∂N

}
ω(t, x)ds+ (ηφ1(t))t = φ2(t), (1.5)

η(0)

∫
∂Ω

∂u(0, x)

∂N
ω(0, x) ds+ µ1η(0) = µ2. (1.6)

Here
∂

∂N
= (M(x)∇,n), n is the unit outward normal to the boundary ∂Ω.

If ω ≡ 1, then the integral conditions (1.5)–(1.6) means a given flux of a liquid through the
surface ∂Ω, for instance, the total discharge of a liquid through the surface of the ground. Similar
nonlocal conditions were applied to control problems in [3].

We introduce functions a(t, x), b(t, x) as the solutions of the Dirichlet problems

Ma = 0 in Ω, a
∣∣
∂Ω

= β(t, x); Mb = 0 in Ω, b
∣∣
∂Ω

= ω(t, x), (1.7)

Ψ(t) =
〈
Ma, b

〉
1,M

, F (t, x) = at − f(t, x) + g(t, x)a,

Ψ = max
t∈[0,T ]

⟨Ma, b⟩1,M , φ1 = max
t∈[0,T ]

φ1(t),

2. The regularity of the solution to Problem 1

By the strong solution of Problems 1 is meant the pair {u, k} ∈ C1([0, T ];W 2
2 (Ω))×C([0, T ])

satisfying the equation (0.1) almost everywhere in QT and the conditions (1.2)–(1.4) for almost
all (t, x) ∈ ST .
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In addition to the notations of Section 2 we introduce the function hη(t, x) as the solution of
the Dirichlet problem

hη + ηMhη = 0 in Ω, hη
∣∣
∂Ω

= ω(t, x), (2.1)

and the notations

Φη(t) = φ2(t)−
η

2
⟨Mat, h

η⟩1,M + (f(t, x)− at, h
η), Φ

η
= max

t∈[0,T ]
Φη(t).

The existence and uniqueness of the strong solution to Problems 2 is established by the
following theorem [6].

Theorem 2.1 Let the assumptions I–III be fulfilled and η be a positive constant. Assume that
(i) f ∈ C([0, T ];L2(Ω)), β ∈ C1([0, T ];W

3/2
2 (∂Ω)), U0 ∈ L2(Ω), g ∈ C(QT ),

ω ∈ C1([0, T ];W
3/2
2 (∂Ω)), φ1 ∈ C1([0, T ]), φ2 ∈ C([0, T ]);

(ii) f , U0, β, ω, φ1 are nonnegative and∫
Ω

hη dx > h0 = const > 0, t ∈ [0, T ];

(iii) there exist positive constants αi, i = 0, 1, 2, such that α0, α1 6 1, α0 + α1 < 2,

(1− α0)φ1(t) + (1− α1)Ψ(t) > α2, t ∈ [0, T ],

χ(0) + a(0, x)− U0(x) > 0 for almost all x ∈ Ω,

g(t, x)χ(t) + χ′(t) + F (t, x) > 0 for almost all (t, x) ∈ QT ,

where

χ(t) = η (α0φ1(t) + α1Ψ(t))

[∫
Ω

hη dx

]−1

;

(iv) for any t ∈ [0, T ]

Φη(t) > Φη
0 = const > 0

holds and g(t, x) satisfies the inequality

max
QT

g(t, x) 6 Φη
0

η

[
φ1 +Ψ+ η−1 max

[0,T ]
(a, hη)

]−1

≡ k0
η
.

Then Problem 1 has a unique solution (u, k) ∈ C1([0, T ];W 2
2 (Ω)) × C([0, T ]). Moreover, the

estimates
0 6 u(t, x) 6 χ(t) + a(t, x) for almost all (t, x) ∈ QT , (2.2)

∥u∥22 + ∥ut∥22 6 C1, t ∈ [0, T ] (2.3)

are fulfilled and the coefficient k(t) satisfies the inequalities

K0 6 k(t) 6 K1 (2.4)

with some positive constants C1, K0 and K1.

In the hypotheses of Theorem 2.1 the strong solution of Problem 2 depends continuously on the
input data of the problem.
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Theorem 2.2 Let the pair {ui, ki} be the strong solution of Problem 1 with η > 0 and the
input data {fi, gi, βi, U

i
0, ωi, φ

i
1, φ

i
2} satisfying the hypotheses of Theorem 2.1, i = 1, 2. Then the

estimates

∥k̃∥C([0,T ]) 6 C2

{ 1

α2
∥φ̃2∥C([0,T ]) +K1∥φ̃1∥C([0,T ]) + ∥Ũ0∥+

+ max
t∈[0,T ]

[
∥f̃∥+ ∥β̃∥

W
1/2
2 (∂Ω)

+ ∥β̃t∥W 1/2
2 (∂Ω)

+ ∥g̃∥C(Ω) + ∥ω̃∥
W

1/2
2 (∂Ω)

]}
, (2.5)

∥ũ∥C1([0,T ];W 2
2 (Ω)) 6 C3

{ 1

α2
∥φ̃2∥C([0,T ]) +K1∥φ̃1∥C([0,T ]) + ∥Ũ0∥+

max
t∈[0,T ]

[
∥f̃∥+ ∥β̃∥

W
3/2
2 (∂Ω)

+ ∥β̃t∥W 3/2
2 (∂Ω)

+ ∥g̃∥C(Ω) + ∥ω̃∥
W

1/2
2 (∂Ω)

]}
, (2.6)

are valid for the difference {ũ, k̃} = {u1 − u2, k1 − k2} with certain positive constants C2 and C3

where φ̃j = φ1
j −φ2

j , j = 1, 2, Ũ0 = U1
0 −U2

0 , β̃ = β1−β2, f̃ = f1− f2, g̃ = g1− g2, ω̃ = ω1−ω2.

Proof. The difference {ũ, k̃} obeys the relations{
ũt + ηMũt + k1(t)Mũ+ g1ũ = f̃ − g̃u2 − kMu2,

(ũ+ ηMũ)
∣∣
t=0

= Ũ0, ũ
∣∣
ST

= β̃,
(2.7)

and the condition∫
∂Ω

{
∂

∂N

[
ηũt + k1ũ+ k̃u2

]
ω1 +

∂

∂N

[
ηu2

t + k2u2
]
ω̃

}
dS + φ̃1k

1 + φ2
1k̃ = φ̃2. (2.8)

Multiplying the first equality of (2.7) by ũ− ã in terms of the scalar product of L2(Ω), integration
by parts in the second and third term of the left part and in the last term of the right side of
the resulting relation gives

1

2

∂

∂t

(
∥ũ− ã∥2 + η⟨M(ũ− ã), ũ− ã⟩1

)
+ k1(t)∥M(ũ− ã)∥2 + (g1(ũ− ã), ũ− ã) =

= (f̃ , ũ− ã)− (g̃u2, ũ− ã)− k̃⟨Mu2, ũ− ã⟩1.

Integrating this equation with respect to t on (0, τ), 0 < τ 6 T , and estimating the right part
with the help of (1.1), (2.2)–(2.4) and the Cauchy inequality one can obtain the estimate

∥ũ− ã∥2 + η⟨M(ũ− ã), ũ− ã⟩1 6
∫ τ

0

[
2

K0m1

(
∥f̃∥2 + ∥ãt∥2 + C1∥g̃∥2C(Ω)

)
+

ḡ1
2
∥ã∥2

]
dt+

+ (∥Ũ0∥+ ∥ã0∥)2 + C1m2

∫ τ

0

|k̃|2dt (2.9)

where ḡ1 = ∥g1∥c(QT ), ã0 = ã(0, x). Furthermore, multiplying the first equality of (2.7) by Mũ

in terms of the scalar product of L2(Ω), integration by parts in the first term of the left part,
integrating the result with respect to t on (0, τ), 0 < τ 6 T , and estimating the right part with
the help of (1.1), (2.2)–(2.4), (2.9) and the Cauchy inequality we can get the estimate

∥ũ∥2 6 C4

{∫ t

0

[
∥ã∥2W 2

2 (Ω) + ∥ãt∥2W 2
2 (Ω) + ∥f̃∥2 + ∥g̃∥2

C(Ω)
+ |k̃|2

]
dτ

}1/2

+

+ ∥Ũ0∥+ c0∥ã∥W 2
2 (Ω). (2.10)
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Here c0 is the constant in the inequality

∥ũ− ã∥2 6 c0∥Mũ∥ (2.11)

following from the second energy estimate for an elliptic operator [4, Ch. 2]; the constant C4 > 0

depends on η, m1, m2, K0, K1, T , C1, ∥gi∥C(QT ), i = 1, 2. In a similar manner, multiplying the
first equality of (2.7) by Mũt in terms of the scalar product of L2(Ω), integrating by parts in the
first term of the left part, rearranging the third and fourth terms to the right side of the result
we are led to the equation

⟨ũt − ãt,Mũt⟩1 + η∥Mũt∥2 = (−ãt − k1(t)Mũ− g1ũ+ f̃ − g̃u2 − kMu2,Mũt)

whence it follows by (1.1), (2.2)–(2.4), (2.9)–(2.11) and the Cauchy inequality that

∥ũt∥2 6 C5

{
max
t∈[0,T ]

[
∥ã∥W 2

2 (Ω) + ∥ãt∥W 2
2 (Ω) + ∥f̃∥+ ∥g̃∥C(Ω)

]
+ ∥Ũ0∥+

+ |k̃|+
[ ∫ t

0

|k̃|2dτ
]1/2}

. (2.12)

The positive constant C5 depends on η, m1, m2, K0, K1, T , C1, C4 ∥gi∥C(QT ), i = 1, 2.
On the other hand, as is shown in [6], following the idea of [9] we can reduce Problem 2 to

an equivalent inverse problem with a nonlinear operator equation for ki(t). Really, let hη
i be the

solution of the problem (2.1) with the boundary data ωi instead of ω. Multiplying (0.1) for ui, ki

by hη(t, x) in terms of the inner product in L2(Ω), integrating by parts twice, substituting (1.6)
into the resulting equation and taking into account (2.8) and the fact that∫

∂Ω

(ηβit + ki(t)βi)
∂hη

i

∂N
ds = −η⟨Mait, b

i⟩M − (ait, h
η
i ) + ki(t)Ψi(t) +

ki(t)

η
(ai, h

η
i ),

we obtain

ki(t)
(
φi
1(t) + Ψi(t) +

1

η
(ai − ui, hη

i )
)
= Φη

i (t)−
(
giu

i, hη
i

)
, i = 1, 2, (2.13)

where Ψi(t) =
〈
Mai, bi

〉
1,M

, Φη
i (t) = φi

2(t) −
η

2
⟨Mait, bi⟩1,M + (fi − ait, h

η
i ), the functions ai

and bi are the solutions of the problems (1.7) with the boundary data βi and ωi instead of β and
ω, respectively.

Setting up the difference of the operator equations (2.13) for i = 1 and i = 2 we are led to
the equation

k̃(t)
(
φ1
1 +Ψ1 +

1

η
(a1 − u1, hη

1)
)
= Φ̃η −

(
g1ũ, h

η
1

)
−

(
g̃u2, hη

1

)
−

−
(
g2u

2, h̃η
)
− k2

(
φ̃1 + Ψ̃ +

1

η

(
ã− ũ, hη

1

)
+

1

η

(
a2 − u2, h̃η

))
,

where ã = a1 − a2, Φ̃η = Φη
1 − Φη

2 , h̃η = hη
1 − hη

2 , Ψ̃ = Ψ1 − Ψ2. Estimating the right side of
this equation with the use of (2.2)–(2.4), (2.9) one can obtain the inequality

|k̃| 6 C6

[
∥ãt∥1 + ∥ã∥+ ∥b̃∥1 + ∥h̃η∥+ ∥f̃∥+ ∥g̃∥C(Ω) + ∥Ũ0∥+ ∥ã0∥

]
+

+
1

α2

(
|φ̃2|+K1|φ̃1|

)
+ C7

∫ τ

0

|k̃|2dt, (2.14)
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where positive constants C6, C7 depends on K0, K1, η, T , m1, m2, C1, ∥gi∥C(Ω), φ1,
maxt∈[0,T ]

{
∥ai∥, ∥ait∥, ∥bi∥, ∥fi∥

}
, i = 1, 2. By Gronwall’s lemma and the inequality

∥v∥j 6 cj∥v∥W j−1/2
2 (∂Ω)

(2.15)

valid for all v ∈ W j
2 (Ω) and an integer j > 1 (see [4, Ch. 2]), (2.14) implies (2.5). Now the

estimate (2.6) follows from (2.5), (2.10), (2.12) and (2.15). Theorem is proved. �

3. The regularity of the solution to Problem 2

By the strong solution of Problem 2 is meant the pair {u, η} ∈ C1([0, T ];W 2
2 (Ω))×C1([0, T ])

satisfying the equation (0.1) almost everywhere in QT and the conditions (1.2), (1.3), (1.5), (1.6)
for almost all (t, x) ∈ ST .

The existence and uniqueness of the strong solution to Problem 2 is established by the fol-
lowing theorem [5].

Theorem 3.1 Let the assumptions I–II be fulfilled and ∂Ω ∈ C2. Assume that

i) f ∈ C([0, T ];L2(Ω)), β ∈ C1([0, T ]; W
3/2
2 (∂Ω)), U0 ∈ L2(Ω), g ∈ C(QT ),

ω ∈ C1([0, T ];W
3/2
2 (∂Ω)), φ1 ∈ C1([0, T ]), φ2 ∈ C([0, T ]);

ii) f , U0, β, ω and φ1 are nonnegative, g 6 0, µ2 > 0 and φ1(0) = µ1;

iii) Ψ(t) > 0 and there exist a positive constant α such that

φ1(t) + Ψ(t) > α, t ∈ [0, T ], (3.1)

Φ(t) ≡ φ2(t)−Ψ(t) + (f, b) > 0.

Then Problem 2 has a unique solution {u, η} in the class

V =
{
{u, η}

∣∣ u ∈ C1([0, T ];W 2
2 (Ω)), η ∈ C1([0, T ])

}
.

Moreover, there are positive constants η0 and η1 such that for all t ∈ [0, T ]

η0 6 η(t) 6 η1 (3.2)

and the estimates
|η′| 6 C8, (3.3)

∥u∥2 + ∥ut∥2 6 C9 (3.4)

holds with certain constants C8 and C9.

In the hypotheses of Theorem 3.1 the strong solution of Problem 2 depends continuously on the
input data of the problem.

Theorem 3.2 Let the pair {ui, ηi} be the strong solution of Problem 2 with the input data
{fi, gi, βi, U

i
0, ωi, φ

i
1, φ

i
2, µ

i
1, µ

i
2} satisfying the hypotheses of Theorem 3.1, i = 1, 2. Then the

estimates

∥η̃∥C1([0,T ]) 6 C10

{
∥φ̃1∥C1([0,T ]) + ∥φ̃2∥C([0,T ]) + ∥Ũ0∥+ ∥g̃∥C(QT ) + |µ̃2|+

+ max
t∈[0,T ]

[
∥f̃∥+ ∥β̃∥

W
1/2
2 (∂Ω)

+ ∥β̃t∥W 1/2
2 (∂Ω)

+ ∥ω̃∥
W

1/2
2 (∂Ω)

+ ∥ω̃t∥W 1/2
2 (∂Ω)

]}
, (3.5)
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∥ũ∥C1([0,T ];W 2
2 (Ω)) 6 C11

{
∥φ̃1∥C1([0,T ]) + ∥φ̃2∥C([0,T ]) + ∥Ũ0∥+ ∥g̃∥C(Ω) + |µ̃2|+

+ max
t∈[0,T ]

[
∥f̃∥+ ∥β̃∥

W
3/2
2 (∂Ω)

+ ∥β̃t∥W 3/2
2 (∂Ω)

+ ∥ω̃∥
W

1/2
2 (∂Ω)

+ ∥ω̃t∥W 1/2
2 (∂Ω)

]}
, (3.6)

are valid for the difference {ũ, η̃} = {u1 − u2, η1 − η2} with certain positive constants C10 and
C11 where again φ̃j = φ1

j − φ2
j , j = 1, 2, Ũ0 = U1

0 −U2
0 , β̃ = β1 − β2, f̃ = f1 − f2, g̃ = g1 − g2,

ω̃ = ω1 − ω2.

Proof. The difference {ũ, η̃} obeys the relations (η1Mũ)t +Mũ+ g1ũ = f̃ − g̃u2 − (η̃Mu2)t,

(η1Mũ)
∣∣
t=0

= Ũ0 − (η̃Mu2)
∣∣
t=0

, ũ
∣∣
ST

= β̃,
(3.7)

and the conditions∫
∂Ω

{
∂

∂N

[
(η1ũ)t + (η̃u2)t + ũ

]
ω1 +

∂

∂N

[
(η2u2)t + u2

]
ω̃

}
ds+ (η̃φ1

1)t + (η2φ̃1)t = φ̃2,∫
∂Ω

{
∂

∂N

[
η1ũ+ η̃u2

]
ω1 + η2

∂u2

∂N
ω̃

}
ds

∣∣∣∣
t=0

+ µ̃1η
1(0) + µ2

1η̃(0) = µ̃2.

Multiplying the first equality of (3.4) by exp

(
t∫
0

(η1(τ))−1dτ

)
, integration with respect to t from

0 to θ, 0 < θ 6 T , and solving the resulting equation for Mũ gives

Mũ =
1

η1(θ)

{
Ũ0 exp

(
−
∫ θ

0

dτ

η1(τ)

)
+

∫ θ

0

(f̃ − g1ũ− g̃u2) exp

(
−
∫ θ

t

dτ

η1(τ)

)
dt−

− η̃Mu2 +

∫ θ

0

η̃

η1(t)
Mu2 exp

(
−

∫ θ

t

dτ

η1(τ)

)
dt

}
. (3.8)

Furthermore, multiplying this equation by ũ−ã in terms of the inner product of L2(Ω), integrating
by parts in the left side of the resulting equation and estimating the right one with (3.2), (3.4)
one can obtain the inequality

∥ũ∥1 6 C12

{
∥ã∥C([0,T ];W 1

2 (Ω)) + ∥Ũ0∥+
∫ T

0

(
∥f̃∥+ ∥g̃∥C(Ω)

)
dt+

(∫ t

0

|η̃|2dθ
)}

(3.9)

where the constant C12 > 0 depends on m1, T , c0, ∥g1∥C(QT ) and the constant m3 > 0 from the
inequality

∥Mv∥2 6 m3∥v∥2 (3.10)

valid for all v ∈ W 2
2 (Ω). Now we estimate the left and right sides of (3.8) in the norm of L2(Ω)

with the use of (2.11), (3.2), (3.4). Taking into account (3.10) we get

∥ũ∥2 6 ∥ã∥2 + c0∥Mũ∥ 6 ∥ã∥2 + C13

{
∥Ũ0∥+

∫ θ

0

(
∥f̃∥+ ∥g̃∥C(Ω)

)
dt+ |η̃|+

∫ θ

0

|η̃|dt
}
+

+ḡ1

∫ θ

0

∥ũ∥2dt,

whence in accordance with Gronwall’s lemma

∥ũ∥2 6 C14

{
∥ã∥C([0,T ];W 2

2 (Ω)) + ∥Ũ0∥+
∫ T

0

(
∥f̃∥+ ∥g̃∥C(Ω)

)
dt+

∫ t

0

|η̃|dθ
}
. (3.11)
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Here the positive constants C13 and C14 depends on η0, T , m3, c0, ∥g1∥C(QT ).
On the other hand, it is shown in [6] that following the idea of [9] one can reduce Problem 2

to an equivalent inverse problem with a nonlinear operator equation for ηi(t). Really, let us
multiply (2.4) by b in terms of the inner product of L2(Ω) and integrate by parts twice in the
second and third terms. In view of (1.5)–(1.7) we have

d

dt

(
ηi(φi

1 +Ψi)
)
− ηi

〈
Mai, bit

〉
1
= Φi − (giu

i, bi)

where Φi = Φi(t) ≡ φi
2(t) − Ψi(t) + (fi, bi), the functions ai and bi are again the solutions of

the problems (1.7) with the boundary data βi and ωi instead of β and ω, respectively. By (1.5),

multiplying this equation by ζi(t) ≡ exp
(
−

t∫
0

〈
Mai, biτ

〉
1
(φi

1 + Ψi)
−1dτ

)
and integration with

respect to t from 0 to θ, 0 < θ 6 T gives

ηi(θ)
(
φi
1(θ) + Ψi(θ)

)
ζi(θ) = ηi(0)

(
φi
1(0) + Ψi(0)

)
+

∫ θ

0

[
Φi − (giu

i, bi)
]
ζi dt, i = 1, 2. (3.12)

Furthermore, we multiply the second relation in (3.7) by bi(0, x) = b0i (x) in terms of the inner
product of L2(Ω) and integrate by parts twice in the resulting equation. Taking into account
(1.3) for t = 0 and (1.6), we obtain

ηi(0)
(
µi
1 +Ψi(0)

)
= µi

2 + (U i
0, b

0
i ), i = 1, 2. (3.13)

Substituting (3.13) into the operator equation (3.12) and setting up the difference of the
resulting equations for i = 1 and i = 2 we are led to the equality

η̃(θ)
(
φ1
1(θ) + Ψ1(θ)

)
ζ1(θ) = −η2(θ)

[ (
φ̃1(θ) + Ψ̃(θ)

)
ζ1(θ) +

(
φ2
1(θ) + Ψ2(θ)

)
ζ̃(θ)

]
+

+ µ̃2 + (Ũ0, b
0
1) + (U2

0 , b̃
0) +

∫ θ

0

[
Φ̃− (g̃u1, b1)− (g2ũ, b1)− (g2u

2, b̃)
]
ζ1 dt+

+

∫ θ

0

[
Φ2 − (g2u

2, b2)
]
ζ̃ dt (3.14)

where ζ̃ = ζ1 − ζ2, b̃0 = b01 − b02, Φ̃ = Φ1 −Φ2. Let yi(t) =
t∫
0

〈
Mai, biτ

〉
1
(φi

1 +Ψi)
−1dτ , i = 1, 2.

By (3.1) and the definition of functions ζ, a and b,

|ζ̃| =
∣∣∣ ∫ y2(t)

y1(t)

e−ydy
∣∣∣ 6 exp(max

i=1,2
|yi(t)|) |y1 − y2| 6 C15

∫ t

0

[
∥ã∥1 + ∥b̃τ∥1 + |φ̃1|+ |Ψ̃|

]
dτ. (3.15)

The constant C15 depends on m2, ∥φi
1∥C([0,T ]), maxt∈[0,T ]

{
∥ai∥, ∥bi∥, ∥bit∥

}
, i = 1, 2. Estimating

the right side of the equation (3.14) with regard to (3.2)–(3.4), (3.9) and (3.15) one can obtain
the inequality

|η̃| 6 C16

{
∥φ̃1∥C([0,T ]) + ∥ã∥C([0,T ];W 1

2 (Ω)) + ∥b̃∥C1([0,T ];W 1
2 (Ω)) + |µ̃2|+ ∥Ũ0∥+

+∥φ̃2∥C([0,T ]) + ∥f̃∥L2(QT ) + ∥g̃∥C(QT )

}
+ C17

∫ t

0

|η̃|dτ
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which implies by Gronwall’s lemma that

|η̃| 6 C16e
C17T

{
∥φ̃1∥C([0,T ]) + ∥ã∥C([0,T ];W 1

2 (Ω)) + ∥b̃∥C1([0,T ];W 1
2 (Ω)) + |µ̃2|+ ∥Ũ0∥+

+ ∥φ̃2∥C([0,T ]) + ∥f̃∥L2(QT ) + ∥g̃∥C(QT )

}
. (3.16)

Here the positive constants C16 and C17 depend on η0, η1, T , m2, C9 C14, C15, ∥gi∥C(QT ),
∥φi

1∥C([0,T ]), maxt∈[0,T ]

{
∥ai∥, ∥ait∥, ∥bi∥, ∥bit∥, ∥fi∥

}
, i = 1, 2.

We are now in a position to obtain the estimates for η̃′ and ũt. Solving the first equation
of (3.7) for Mũt and estimating the right side of the resulting equation with the use of (2.11),
(3.2)–(3.4), (3.10), (3.11) yields

∥ũt∥2 6 ∥ãt∥2 + C18

{
∥Ũ0∥+ max

t∈[0,T ]

{
∥ã∥2 + ∥f̃∥+ |η̃|

}
+ ∥g̃∥C(QT ) + |η̃′|

}
(3.17)

where the constant C18 > 0 depends on m3, η0, T , c0, C8, C9, C14, ∥g1∥C(QT ). Furthermore,
differentiating (3.14) and estimating the right part of the resulting equation with (3.2)–(3.4),
(3.9) and (3.15) we are led to the relation

|η̃′| =
∣∣∣− η̃

[
((φ1

1)
′ + (Ψ1)

′)ζ1 + (φ1
1 +Ψ1)ζ

′
1

]
− (η2)′

[
(φ̃1 + Ψ̃)ζ1 + (φ2

1 +Ψ2)ζ̃
]
−

− η2
[
(φ̃′

1 + Ψ̃′)ζ1 + ((φ2
1)

′ +Ψ′
2)ζ̃ + (φ̃1 + Ψ̃)ζ ′1 + (φ2

1 +Ψ2)ζ̃
′
]
+ (Φ2 − (g2u

2, b2))ζ̃+

+
[
Φ̃− (g̃u1, b1)− (g2ũ, b1)− (g2u

2, b̃)
]
ζ1

∣∣∣((φ1
1 +Ψ1)ζ1

)−1

6 C19

[
∥φ̃1∥C1([0,T ]) + ∥Ũ0∥+

+ ∥φ̃2∥C([0,T ]) + ∥g̃∥C(QT ) + max
t∈[0,T ]

{
∥f̃∥+ ∥ã∥1 + ∥ãt∥1 + ∥b̃∥1 + ∥b̃t∥1

}
+ |µ̃2|

]
(3.18)

Here the positive constants C19 depends on η0, η1, T , m2, C9 C14, C15, C16, C17, ∥gi∥C(QT ),
∥φi

1∥C1([0,T ]), maxt∈[0,T ]

{
∥ai∥, ∥ait∥, ∥bi∥, ∥bit∥, ∥fi∥

}
, i = 1, 2. By (2.15), the inequalities (3.16)

and (3.18) imply (3.5). Now the estimate (3.6) follows from (2.15), (3.11), (3.16)–(3.18). �
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Регулярность решений обратных задач для псевдопарабо-
лических уравнений

Анна Ш. Любанова
Сибирский федеральный университет

Красноярск, Российская Федерация

Аннотация. В работе обсуждается регулярность решений обратных задач отыскания неизвестно-
го коэффициента, зависящего от времени, в псевдопараболическом уравнении третьего порядка по
дополнительной информации о решении на границе. Доказана регулярность решения двух обрат-
ных задач восстановления неизвестного коэффициента в члене второго порядка и старшем члене
линейного псевдопараболического уравнения.

Ключевые слова: непрерывная зависимость от исходных данных, априорная оценка, обратная
задача, псевдопараболическое уравнение.
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