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Abstract. The paper discusses the regularity of the solutions to the inverse problems on finding un-
known coefficients dependent on ¢ in the pseudoparabolic equation of the third order with an additional
information on the boundary. By the regularity is meant the continuous dependence of the solution on
the input data of the inverse problem. The regularity of the solution is proved for two inverse prob-
lems of recovering the unknown coefficient in the second order term and the leader term of the linear
pseudoparabolic equation.
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Introduction
In this paper we discuss inverse problems for the pseudoparabolic diffusion equation
(vu +nMu); + kMu+ gu = f. (0.1)

Here M is an elliptic linear differential operator of the second order in the space variables,
v > 0 is a constant, the coefficients 7 and k& depends on t, the functions g and f depends
on t, x. We establish the regularity of the strong solution of two inverse problems for (0.1)
with unknown coefficients n and k& dependent on t under the Dirichlet boundary condition and
additional integral boundary data akin to the conditions of overdetermination considered in [5,6].
An exact statement of the problems will be given below. In [6], the regularity of the strong
solution was investigated for the inverse problem on finding an unknown coefficient k(t) with
given constant 7 and function g(¢,x) in the sense that the smoothness of the solution increases
with increasing the smoothness of the input data. In this paper by the regularity of the solution
is meant its continuous dependence on the input data of the inverse problem. The regularity
of solution, as used here, was established for the inverse problem of finding an unknown lower
coefficient g = ¢(t) in equation (0.1) [7].

In [5,6], following the idea of [9] the existence of the strong solutions of the inverse problems
was proved by reducing the inverse problem to an operator equation of the second type for the
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unknown coefficient. It was shown that the operator of this equation is a contraction on a set
constructed with the use of the comparison theorems for pseudoparabolic equations.

Applications of such problems deal with the recovery of unknown parameters indicating phys-
ical properties of a medium (the heat conductivity, the permeability of a porous medium, the
elasticity, the absorption (also known as potential) in the diffusion etc.). An exact statement
of the problem will be given below. Since the natural stratum is involved, the parameters in
(0.1) should be determined on the basis of the investigation of its behavior under the natural
non-steady-state conditions (see [1,12,13] for more details). This leads to the interest in studying
the inverse problems for (0.1) and its analogue.

The study of inverse problems for pseudoparabolic equations goes back to 1980s. The first
result [11] refers to the inverse problems of determining a source function f of equation

(u+ Lyu)e + Lou = f (0.2)

in case L1y = Ly where L; and Ly are the linear differential operators of the second order
in spacial variables. We should mention also the results in [2,8] concerning with coefficient
inverse problems for the linear equation (0.1). In [8], the uniqueness theorem is obtained and an
algorithm of determining the coefficients of Ly is constructed. In [2], the solvability is established
for two inverse problems of recovering the unknown coefficients in terms w (the lowest term of
Lou) and u; of (0.2). In [10], an inverse problem of recovering time-depending right-hand side
and coefficients of (0.2) is considered. The values of the solution at separate points are employed
as overdetermination conditions. The existence and uniqueness theorems are proven for this
problem and the stability estimates of the solution are exposed.

The paper is organized as follows. Section 1 discusses the statement of the inverse problems.
In Section 2 the regularity of the solution is investigated for the problem on recovering an
unknown coefficient k(¢) in the second order term of the equation (0.1). Section 3 is devoted
to the regularity of the solution to the problem on identification of the leader coefficient 7(t)
in (0.1).

1. The statement of the problems

Let Q be a bounded domain in R" with a boundary 992 € C?, Q be the closure of Q. T is
an arbitrary real number, Q7 = Q x (0,7) with the lateral surface St = (0,T) x 9Q, Q is the
closure of Qr and the pair (¢, ) is a point of Qr.

From now on we keep the notations: (-,-)g is the inner product of R"™; || - || and (-,-) are
the norm and the inner product of L?(Q2), respectively; | - ||; is the norm of Wi(Q), j = 1,2
and (-,-), is the duality relation between WJ () and Wy (€); || - ||,/2 is the norm of W2 (69),
p=13.

We introduce a linear differential operator M = —div(M(z)V) + m(x)I where M(z) =
(mi;(x)) is a matrix of functions m;j(x), 4,5 = 1,2,...,n; I — the identity operator. We also
keep the notation

<MU1, v2>M = / (M(x)Vv1, Vug) g + m(z)vive)de
Q
for vy, vy € W2(Q) and assume that the following conditions are fulfilled.
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L. mgj(x), Om,j/0x; ,4,75,1 =1,2,...,n, and m(z) are bounded in 2. Operator M is elliptic,
that is, there exist positive constants m; and ms such that for all v € W} (Q)

millell? < (M), < maflel}? (L1)

II. M is a selfadjoint operator, that is, m;;(z) = mj;(z), i, =1,2,...,n for x € Q.
In this paper we are studying the inverse problems of recovering unknown coefficients of the
equation (0.1) with the initial data

(vu +nMu)|i=o0 = Up(z), (1.2)
and the boundary condition
ulaq = B(t, x). (1.3)
We investigate the regularity of the solutions of two inverse problems.

Problem 1. For v = 1, given functions g(¢, x), f(t,z), Us(x), B(t, x), w(t, z), ¢(t) and a constant
n find the pair of unknown functions {u, k}, k = k(t), satisfying the equation (0.1), the initial
data (1.2), the boundary condition (1.3) and the condition of overdetermination

0 0
/ {nut +ku}w(t,x)d5+k‘ap1(t) = o (t). (1.4)
0 N
Problem 2. For v =0, k = 1, given functions g(¢, x), f(t,z), Us(z), B(t, x), w(t, x), ¢(t) and real

constants 1, po, find the pair of unknown functions {u, n}, n = n(t), satisfying the equation (0.1),
the initial data (1.2), the boundary condition (1.3) and the conditions of overdetermination

/BQ {(nﬁa.flif)t * e?zlxtr}”(t’x)ds + 1 (t))e = a(t), (1.5)
no | %w(o,x) ds + i (0) = pia. w6)

0
Here N (M(2)V,n), n is the unit outward normal to the boundary 9.

If w = 1, then the integral conditions (1.5)—(1.6) means a given flux of a liquid through the
surface 0f), for instance, the total discharge of a liquid through the surface of the ground. Similar
nonlocal conditions were applied to control problems in [3].

We introduce functions a(t, ), b(t,z) as the solutions of the Dirichlet problems

Ma=0 inQ, a’aﬂzﬂ(t,x); Mb=0 in{, b|aQ=w(t,x)7 (1.7)
(t) = (Ma,b), ;. F(t,z)=a;— f(t,) +g(t,z)a,

U = Ma,b D, = t
tgﬁ};ﬁ a,b) prs P1 tgf&’}]%()’

2. The regularity of the solution to Problem 1

By the strong solution of Problems 1 is meant the pair {u, k} € C([0,T]; W2(2)) x C([0,T))
satisfying the equation (0.1) almost everywhere in Qr and the conditions (1.2)—(1.4) for almost
all (t,:r:) € Sr.
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In addition to the notations of Section 2 we introduce the function h” (¢, z) as the solution of
the Dirichlet problem
R+ nMh" =0 1in Q, hn’an = w(t, ), (2.1)

and the notations

B(t) = po(t) — g (Mag, b7,y + (f(t2) —ap,h7), 3" = max ().

The existence and uniqueness of the strong solution to Problems 2 is established by the
following theorem [6].

Theorem 2.1 Let the assumptions I-111 be fulfilled and n be a positive constant. Assume that
(i) f € C((0,T]; LA(Q)), B € C1([0, T); W5"(00)), Up € LX(Q), g € C(@Qy),
w e C([0, T W32 (00), 1 € C1([0,T1), 2 € C((0, T));

(ii) f, Ug, B, w, p1 are nonnegative and
/ h"dx > hg = const >0, t€[0,T];
Q

(iii) there exist positive constants a;, i = 0,1,2, such that ag, a1 <1, ap+ 1 < 2,
(I—ao)pi(t) + (1 — o) U(t) 2 az, t€0,T],
x(0) 4+ a(0,z) — Up(z) =0 for almost all x € §,
g(t,2)x(t) + X' () + F(t,z) >0 for almost all (t,z) € Qr,
where .
) = n(awpr(t) + anto) [ [ wras]

(iv) for any t € [0,T)

P"(t) = @ = const > 0
holds and g(t,x) satisfies the inequality

n

o B -1
max g(t,z) < 2 { + 0 + 1 ! max a,h"}
nax g(t, ) |7 U [O)T]( )

Qr

ko
o

Then Problem 1 has a unique solution (u,k) € C([0,T]; WZ(Q)) x C([0,T]). Moreover, the
estimates

0 <ult,x) < x(t) +at,z) for almost all (t,z) € Qr, (2.2)
lall} + el < C1, t € (0,7 (2.3)
are fulfilled and the coefficient k(t) satisfies the inequalities
Ko <k(t) < Ky (2.4)
with some positive constants Cv, Ko and K.

In the hypotheses of Theorem 2.1 the strong solution of Problem 2 depends continuously on the
input data of the problem.
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Theorem 2.2 Let the pair {u',k'} be the strong solution of Problem 1 with n > 0 and the
input data {f;, i, Bi, Ud, wi, 04, b} satisfying the hypotheses of Theorem 2.1, i = 1,2. Then the
estimates

ooy < Ca{ - Ieallcomy + Kaliealleqoy + 1ol +

+ e (171418220 + 1Bllyzon +18lo@ +180mon) f - @25)

nwm@ﬂwwm><x{—Wﬂa0T+kuwmxmq+wmu
i (1714 18z 0m) + 1Belhygroom + 180 + 18wz | (26)

are valid for the difference {u, k} {u! —u? kY — K2} with certain positive constants Cy and Cs
U)h@?"@gDJ 80] 90373_1 2 UO_UO U075 51 52;f fl f2}g_gl gg,W—W1—WQ

Proof. The difference {@, k} obeys the relations

{ iy 4+ My + k' ()Mt + g1 = f — gu® — kMu?, o
2.7

(U+77MU)’t 0_0(% ﬂ‘ST:B’
and the condition

0 0
/ {8N [nut + k' + ku ]wl + 7N [nut u 2] }dS + cplkrl + <p1k: = Pa. (2.8)

Multiplying the first equality of (2.7) by % —a in terms of the scalar product of L?(12), integration
by parts in the second and third term of the left part and in the last term of the right side of
the resulting relation gives
10 2 L ey~ 1 N L ey~
55 (T =l + (M (@ — ). @ —a) ) + K O M (@ - a)|> + (9@ — @), 5 — @) =
= (f.a—a) - (§u’, 7 — &) — k(Mu®, @ — a).

Integrating this equation with respect to ¢t on (0,7), 0 < 7 < T, and estimating the right part
with the help of (1.1), (2.2)—(2.4) and the Cauchy inequality one can obtain the estimate
T T2 7 _ . 91~
a2 _ _ e 2 2 2 912
= a4 i@ @, - < [ |2 (117 + Nl + Callal ) + 5l e

+WM+MW+qumwt<m>

where g1 = ||g1l.@,)> @ = a(0,z). Furthermore, multiplying the first equality of (2.7) by Ma
in terms of the scalar product of L?(2), integration by parts in the first term of the left part,
integrating the result with respect to ¢t on (0,7), 0 < 7 < T, and estimating the right part with
the help of (1.1), (2.2)-(2.4), (2.9) and the Cauchy inequality we can get the estimate

1/2

t
|mb<@{A[am@m+mu%mﬁwmﬁwmam+mﬂ“} ’

+ 1Tl + collallwzq)- (2.10)
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Here ¢ is the constant in the inequality
[ — all2 < col| M| (2.11)

following from the second energy estimate for an elliptic operator [4, Ch. 2]; the constant Cy > 0
depends on 7, my, me, Ko, K1, T, C1, ||9iHC(§T)’ 1 =1,2. In a similar manner, multiplying the
first equality of (2.7) by M, in terms of the scalar product of L?(Q), integrating by parts in the
first term of the left part, rearranging the third and fourth terms to the right side of the result
we are led to the equation

(g — @y, Mig)1 + 0| Mag||? = (—ap — k' ()M — gra + f — gu® — kMu?, M)

whence it follows by (1.1), (2.2)—(2.4), (2.9)—(2.11) and the Cauchy inequality that

il < o . [1allwsion + ladwso + 171+ [l + 100l +

+ |k| + |:/Ot|];’2d7':| 1/2}. (2.12)

The positive constant C depends on n, my, mo, Ko, K1, T, C1, Cy ||9i||C(§T)v 1=1,2.

On the other hand, as is shown in [6], following the idea of [9] we can reduce Problem 2 to
an equivalent inverse problem with a nonlinear operator equation for k(t). Really, let h} be the
solution of the problem (2.1) with the boundary data w; instead of w. Multiplying (0.1) for u?, k*
by h7(t,x) in terms of the inner product in L?(f2), integrating by parts twice, substituting (1.6)
into the resulting equation and taking into account (2.8) and the fact that

n 7
[ 0030 2o = M 8 e ) + K W0 + @ (e, ),
20 ON Ui
we obtain
BO(AO + 10+ 2= WD) =810~ (g b)), =12 (203

where Wi(t) = <Mai,bi>17M, PI(t) = ph(t) — g (Maig, bi)y pp + (fi — a;t, h}), the functions a;
and b; are the solutions of the problems (1.7) with the boundary data 8; and w; instead of 5 and
w, respectively.

Setting up the difference of the operator equations (2.13) for ¢ = 1 and i = 2 we are led to
the equation

~ 1 ~
k(t) (s@i R ul,hl’)) = ®" — (g1@, hY) — (gu®, hY)—
- - 1 1 5
—(gou®, A7) — K2 <¢1 + U+ ;(a — @, h{) + 5((12 - u2’hn)>,

where @ = a; — ag, ®" = ®7 — &I, h" = b — hll, U = ¥, — U,. Estimating the right side of
this equation with the use of (2.2)—(2.4), (2.9) one can obtain the inequality

|| < Co [Ildtlh +lall + 1ol + 1271+ 11+ 13l e + 100l + IIdoH]+

1/ ) T
+a—2(lapzl+K1\s01|)+C7/ |k|2dt,  (2.14)
0
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where positive constants Cg, C; depends on Ky, Ky, n, T, mi, ma, Ci, ng'”c(ﬁ)a D1,

maxeo,7) { asll, llawll, |b:ll, | /il }, i = 1,2. By Gronwall’s lemma and the inequality

[vll; < (2.15)

cj||U||WZJ'*1/2(aQ)

valid for all v € W () and an integer j > 1 (see [4, Ch. 2]), (2.14) implies (2.5). Now the
estimate (2.6) follows from (2.5), (2.10), (2.12) and (2.15). Theorem is proved. O

3. The regularity of the solution to Problem 2

By the strong solution of Problem 2 is meant the pair {u,n} € C*([0, T]; WZ(2)) x C1([0,T))
satisfying the equation (0.1) almost everywhere in Q7 and the conditions (1.2), (1.3), (1.5), (1.6)
for almost all (¢,x) € St.

The existence and uniqueness of the strong solution to Problem 2 is established by the fol-
lowing theorem [5].

Theorem 3.1 Let the assumptions I-II be fulfilled and 02 € C%. Assume that

i) feC(o,T]LA(R), 8 e CH0,T]; W'*(89)), Us € LX), g € C(Qr),
w e CY([0,T); Wi'?(09)), ¢1 € CH([0,T)), g2 € C([0,T));

ii) f, Uy, B, w and 1 are nonnegative, g < 0, ug >0 and ¢1(0) = pq;
iii) ¥(t) > 0 and there exist a positive constant « such that
1)) +P() >, tel0,T], (3.1)
D(t) = pa(t) — W(t) + (f,0) = 0.
Then Problem 2 has a unique solution {u,n} in the class
V = {{un}| ue CH0,TEWE®), n e CH(0,T)}.

Moreover, there are positive constants ng and 1y such that for all t € [0,T]

no < n(t) <m (3.2)

and the estimates
'] < Cs, (3.3)
ullz + [[uell2 < Co (3.4)

holds with certain constants Cg and Cg.

In the hypotheses of Theorem 3.1 the strong solution of Problem 2 depends continuously on the
input data of the problem.

Theorem 3.2 Let the pair {u',n'} be the strong solution of Problem 2 with the input data
{fi,9i, Bis U, wi, @ 0b, b, ub} satisfying the hypotheses of Theorem 3.1, i = 1,2. Then the
estimates

I7illc o,y < Clo{||¢1\|cl([o7T}) +lIg2lloqo.m + 100l + 13l e, + liel+

+ e (1714 180272000 + 18 r20m) + 18027200y + 12200y ] o (85)
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a@ller o, rrwezca) < Cn{||951||cl([o,T]) +1@2llcqory + 100l + 13l o) + 2]+

+ s (171418l oy + 1Bz + 180w2rm0m) + 10wz 2my ) | (36)

are valid for the difference {u,7} = {u! —u?,n' —n?} with certain positive constants Cio and
Ch1 where again @; :(p}—(p?, i=1,2, U :Uol —Ug; B=p1—0B2 f=fi—Ff2, §=01— 92,
w= w1 — W2.
Proof. The difference {@, 77} obeys the relations
(mMa), + Mi+ g1i = f = gu® — (RMu?),
~ _ o ~ - (3.7)
(nlMU)’t:O =Uo = (1Mu )|t:0’ u|sT =5,

and the conditions

[ el Gty i + [P+ 2] b + Giobhe+ P =

2
[, (et 2iehe
oQ

t
Multiplying the first equality of (3.4) by exp ( Ik (T}l(T))_ldT) , integration with respect to ¢ from
0

+ ' (0) + uin(0) = fia.
t=0

0to 0, 0 <0 < T, and solving the resulting equation for M gives

v (-5 [0 (- [ )

— AMu® + /09 n;zt) Mu? exp (— /te nld(:))dt}. (3.8)

Furthermore, multiplying this equation by @—a in terms of the inner product of L?(f2), integrating
by parts in the left side of the resulting equation and estimating the right one with (3.2), (3.4)

one can obtain the inequality

T t
||a||1<012{||a|c<[0,w21<m>+||Uo||+ / (||f+||§||c(9))dt+< / |77|2d9>} (3.9)

where the constant C12 > 0 depends on mq, T, ¢y, ||91||C(§T) and the constant msz > 0 from the
inequality
[ Mvl|2 < mal|v]2 (3.10)

valid for all v € WZ(Q). Now we estimate the left and right sides of (3.8) in the norm of L?(Q)
with the use of (2.11), (3.2), (3.4). Taking into account (3.10) we get

0 0
lills < alls + coll Ml < l1allo + clg{nUon + [0+ ale@)ar+ i+ | Iﬁdt}+
0
401 [Nl
0
whence in accordance with Gronwall’s lemma
T t
[all2 < 014{||51||C([0,T];W22(Q)) + | Uoll +/0 (ILf11 + ||§||c(§))dt+/0 |77|d9}- (3.11)
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Here the positive constants Cy3 and C14 depends on 19, T, m3, cg, ||g1||C@T).

On the other hand, it is shown in [6] that following the idea of [9] one can reduce Problem 2
to an equivalent inverse problem with a nonlinear operator equation for 7¢(t). Really, let us
multiply (2.4) by b in terms of the inner product of L?(Q2) and integrate by parts twice in the
second and third terms. In view of (1.5)—(1.7) we have

d . . ,
P (0" (e} +9)) = ' (Mag, bir), = ®; — (giu', by)

where ®; = ®;(t) = ¢b(t) — ;(t) + (fi,b;), the functions a; and b; are again the solutions of
the problems (1.7) with the boundary data 8; and w; instead of 5 and w, respectively. By (1.5),

t

multiplying this equation by (;(¢) = exp ( - <Mai7 bir>1(30§ + \I/i)*ldT) and integration with
0

respect to ¢ from 0 to 0, 0 < 6 < T gives

0
1 (0) (£1(0) + 2:(6)) Gi(6) = 0" (0)(1(0) + ¥(0)) +/O [@; — (gou', b)) Gidt, i=1,2. (3.12)

Furthermore, we multiply the second relation in (3.7) by b;(0,z) = b?(x) in terms of the inner
product of L%(f2) and integrate by parts twice in the resulting equation. Taking into account
(1.3) for t = 0 and (1.6), we obtain

n'(0) (i + Wi 0)) = piz + (Ug, ), i=1,2 (3.13)

Substituting (3.13) into the operator equation (3.12) and setting up the difference of the
resulting equations for ¢ = 1 and 7 = 2 we are led to the equality

7(0) (#1(0) + W1(0) 1 (9) = =12(0) | (21(6) + #(8)) 1 (0) + (3(6) + Wa(0)) C(6)] +
+ fig + (Uo, 09) + (U2, %) + / (gu',b1) — (920, b1) — (gou?, I;)} ¢ dit+
+A[%—@ﬁ@ﬂﬁt (3.14)

. . . t
where ¢ = (1 — (o, b0 = 0] =09, & = &y — Py Let y;(t) = [ (Mai,bir) (@} + ;) Hdr, i =1,2.
0
By (3.1) and the definition of functions ¢, a and b,

- Yy2(t) t - -
=]/ o €] < explma O i~ el < Cs [ Wl 150+l + 18] dr. (3,19
y1(t =5 0

The constant C15 depends on ma, H(pi”c([o,T]), maxyeo,7] {HaiH, ][, ||bit||}7 1 = 1,2. Estimating
the right side of the equation (3.14) with regard to (3.2)—(3.4), (3.9) and (3.15) one can obtain
the inequality

7] < 016{H<P1||C([0T) +lalleqorws @y + 1lor o,y + izl + 1001+

t
Hizzllqomy + 1Flzeen + lileqgyy } +Crr [ lildr
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which implies by Gronwall’s lemma that

7] < Clﬁec”T{H%Hc (@o.1)) + ldll cqo,mywr ) + IBllerqoryws oy + izl + 1 Toll+
+ I@2lloqory + 1 fl2@n + 13lo@, }- (3:16)

Here the positive constants Cig and Cy7 depend on ng, 1, T, ma, Cy Ci4, Cis, ||gi||C@T),

Ieillcqo,r, maxeeo,r) {llasll, llazell, 1101, [1bzell, I1.fill }, @ =1, 2.

We are now in a position to obtain the estimates for 7/ and ;. Solving the first equation
of (3.7) for Mu; and estimating the right side of the resulting equation with the use of (2.11),
(3.2)—(3.4), (3.10), (3.11) yields

lille < ez + Cus {100l + masx {Nalla + 171+ i} + o, + 71} (317

where the constant Cig > 0 depends on mg, 19, T, cg, Cs, Cy, Ci4, ”ngC@T)' Furthermore,
differentiating (3.14) and estimating the right part of the resulting equation with (3.2)—(3.4),
(3.9) and (3.15) we are led to the relation

7l =] = () + (@))G+ (o + W] = @) @1+ D)6+ (63 + wa)] -
=12 [(@1+ )G+ () +0)C + (1 + D) + (9 + W) | + (2 = (g, b))+
+[&— @u b0) — (. b) — (920®.B] 6 (0h + 2006) ™ < o181l oy + 1001+
Hlealleqory + 19lo, + max 171+ 1l + Bacl + 1Bl + B} +12] - (319)

Here the positive constants Ci9 depends on 19, 11, T, ma, Cy Ci4, Ci5, Cig, Ci7, ||g,»||C@T)

et llero,ry, maxeeor) {llaill, lasell, [1oall, [1baell, [ fill }, ¢ = 1,2. By (2.15), the inequalities (3.16)
and (3.18) imply (3.5). Now the estimate (3.6) follows from (2.15), (3.11), (3.16)—(3.18). O
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PerynspHocTh pernenuii oOpaTHbBIX 3aJ1aY JIJIsl TIceBaOoIIapado-
JNYECKNX yPABHEHUI

Amnna I11. JIrobanoBa
Cubupckuii delepalibHbli YHUBEPCUTET

Kpacnosipck, Poccuiickas @eneparnys

Awnnoranus. B pabore o6cy:K1aeTcsi peryisipHOCTDb PellleHnii 06paTHBIX 3824 OTBICKAHUsI HEU3BECTHO-
ro K03 duImenTa, 3aBUCAIIETO OT BPEMEHH, B IICEBIONAPAOOINIECKOM YPABHEHNN TPETHErO MOPSIKa IO
JOTIOJTHATETFHON MHMOPMAIMN O pEIleHnn Ha rpanure. Jloka3aHa peryssipHOCTh pelleHust IByX oOpaT-
HBIX 33/]a9 BOCCTAHOBJIEHNSI HEM3BECTHOTO KO (PUIMEHTa B Yjl€He BTOPOTO MOPSIIKA W CTAPIIEeM UJIeHe
JIMHEHOT'O IICEBI0IIapabOJIMIeCKOr0 YPaBHEHHUS.

KurouyeBblie cJiioBa: HelpepbIBHAS 3aBUCUMOCTH OT MCXOJHBIX JAHHBIX, allpuOpHasi OIEHKAa, o0paTHas

3aj1a4a, MCeB0IapadOIMIecKOoe yPABHEHNE.
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