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Abstract. This article discusses examples of transcendent systems of equations of a general form. The
residue integrals are determined over the cycles associated with the system. Formulas are given for their
calculation and their relationship with the power sums of the roots of the system is established.
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For systems of nonlinear algebraic equations in C™, based on a multidimensional logarithmic
residue, formulas were previously obtained for finding power sums of the roots of a system without
calculating the roots themselves (see [1-3]). For different types of systems, such formulas have
different forms. On this basis, a new method for the study of systems of algebraic equations in
C™ is constructed. It arose in the work of L. A. Aizenberg [1], and its development is continued in
monographs [2,4]. Its main idea is to find power sums of roots of systems (for positive powers) and
then using one-dimensional or multidimensional recurrent Newton formulas (see [5]). Unlike the
classical method of elimination, it is less labor intensive and does not increase the multiplicity
of roots. It is based on a formula (see [1]) obtained using the multidimensional logarithmic
residue, to find the sum of the values of an arbitrary polynomial in the roots of a given systems
of algebraic equations without finding the roots themselves.

For systems of transcendent equations, formulas for the sum of the values of the roots of the
system, as a rule, cannot be obtained, since the number of roots of a system can be infinite and
a series of coordinates of such roots can be diverging. Nevertheless, transcendent systems of
equations arise, for example, in the problems of chemical kinetics [6,7]. Thus, the urgent task is
to consider such systems.

In the works [8-15] power sums of roots are considered for a negative power for different
systems of non-algebraic (transcendent) equations. To compute these power sums, a residue
integral is used, the integration of which is carried out over skeletons of polycircles centered at
zero. Note that this residue integral is not, generally speaking, a multidimensional logarithmic
residue or a Grothendieck residue. For various types of lower homogeneous systems of functions
included in the system, formulas are given for finding residue integrals, their relationship with
power sums of the roots of the system to a negative degree is established.

Article [16] investigated more complex systems in which the lower homogeneous parts are
decomposed into linear factors and integration cycles in residue integrals, and are constructed
from these factors.

In [15], a system is studied that arises in the Zel’”dovich-Semenov model (see [6,7]) in chemical
kinetics.
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The object of this study is transcendent systems of equations in which the lower homogeneous
parts of the functions included in the system form a non-degenerate system of algebraic equations:
formulas are found for calculating the residue integrals, power sums of roots for a negative power,
their relationship with the residue integrals is established. See [16,17].

Let f1(2),..., fn(2) be a system of functions holomorphic in a neighborhood of the origin in
a multidimensional complex space C™, z = (z1,..., 2n).

We expand functions f1(z),..., fn(z) into Taylor series in a neighborhood of the origin and
consider a system of equations of the form

fZ(Z):PI(Z)—i—QZ(Z):O, 1=1,...,n, (1)

where P; is the lower homogeneous part of the Taylor expansion of the function f;(z). The degree
of all monomials (in the totality of variables) included in P;, is m;, i = 1,...,n. In functions Q;,
the degrees of all monomials are strictly greater than m;.

The expansion of the functions Q;, Pj, j = 1,...,n, in a neighborhood of zero in Taylor

series converging absolutely and uniformly in this neighborhood has the form

Qj(z): Z agza7 (2)

llecl|>m;
Pi(z)= Y b2’ (3)
1Bll=m;
j=1,...,n,
where a = (a1,...,05), 8 = (B1,...,0s) are multi-indices i.e. «; and §; are non-negative
integers, j = 1,....n, |laf| = a1 + ...+ an, |8l = f1 + ... + Bn, and monomials z* = z{'* -

Q2 an LB P B2 8
2 zpt, 2P =2 2 zpm.

In what follows, we will assume that the system of polynomials P (z),..., P,(z) it is non-
degenerate, i.e. its common zero is only the point 0, the origin. Consider an open set (special
analytic polyhedron) of the form

Dp(ri,...,mn) ={2: |P(2)| <mri, i=1,...,n},
where rq,...,r, are positive numbers. Its skeleton has the form
Tp(ri,...,mn) =Tp(r)={z: |P(2)|=m, i =1,...,n}.

These sets play an important role in the theory of multidimensional residues (see, for exam-
ple, [2]).
For sufficiently small 7;, the cycles I'p lie in the domain of holomorphy of functions f;,
therefore, the series
Yo lahfrirrp
llerl|>m;

converge, ¢ = 1,2,...,n. Then on the cycle I'p(tr) = T'p(try,tre, ..., tr,) for sufficiently small
t > 0, we have

|P;(tr)| = Z b%(tr)ﬁ = Z t”5”|b%|rﬂ:tmi Z \b%|r6, i=1,...,n,

l|BlI=m: I1Bll=m: ll8ll=m:

and

Qe =| S a3 delad e = et 3 e,

llecl|>m; llel|>m. el >m.
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Therefore, for sufficiently small ¢ on the cycle I'p(¢r) the inequalities hold
|Pi(2)] > 1Qi(2)], i=1,2,...,n. (4)

Thus,
fi(z) A0 ma Tp(tr), i=1,2,...,n.

In what follows, we assume that ¢ = 1, that is, that the inequality (4) is valid on the cycle
Tp(ri,...,rm).
We introduce the concept of residue integral J., (see [18]). Define

! 1 df
I~ G ] 7 ®)

I'p
1 1 dfy  dfs dfyn,
= T e N A A
(271'\/—1)"F zy - 29 e zp” i fa In
P
where v = (7y1,...7,) is a multi-index. This residue integral is defined if ry,...,r, is chosen

so that the inequality (4) holds and the cycle I'p does not intersect with the coordinate planes.
Note that this integral is not a multidimensional logarithmic residue or a Grothendieck residue.
Recall some concepts from the space of the theory of functions C" which equal to the product
of n copies of Riemann spheres CP!, i.e. C"'=CP' x--- x CP".
Let z; : w; be homogeneous coordinates in the j-th factor of the space C" and let

Fi(zi,wi,...,2n,wp) =0, j=1,...,n (6)

be a system of equations consisting of polynomials F; homogeneous for each pair of variables
(zg,wi), k =1,...,n. We will consider only those roots (z1, w1, ..., 2n, w,) systems (6) for which

(zrwr) € C2\ {(0,0)}, k=1,...,n.

The roots of the system (6) with pairs having proportional coordinates determine one root
(21 :w1,...,2p s Wy) in c".
Let
a= (ng : w§0)7 20O

be the root of the system (6) for which all wlio) neq0. Then the point (z1,1,..., z,,1) is the root
of the system
Fi(z1,1,...,2,,1) =0, j=1,...,n,

in C™. Roots of a for which some w§-0) are equal to zero correspond to infinitely remote roots in
@TL

For a given system of equations of the form (1) for which all f;(z) are polynomials, then
in order to find the infinitely remote roots of this system in C", you must first go to homoge-
neous coordinates, substituting the zj /wy relationship instead of z; and discarding the resulting
denominator, thereby obtaining a system of type (6). Solving it, we find ordinary roots and
infinitely remote roots of the system (1).

We return to the consideration of the system (1). Assume that, in addition to non-degeneracy,

the system Py(z), ..., P,(z) does not have infinite roots in the space C .
We now cousider as functions Q;(z), ¢ = 1,...,n, polynomials of the form
Qi(z) = Z al,z®. (7)
[|a]|>m;
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Suppose that for each i-th equation in (1) the conditions
degzi PL < degzi Q’iv degzj PZ = degzj Qi7 .7 # i. (8)

Here deg,, P(z) is the degree of the polynomial P in the variable z; for the remaining variables

We have deg P; = m;. Denote deg@; = s;, a deg,. P; = mj, deg, Q; = s]. Then m; < s;,

7 > s for j #1i. Cases when Y mi > m,.
j=1

my < st i =1,...,n. In addition, m

1
In all functions, we write f;(2) = Pi(z) + Qi(2), i = 1,2,...,n, and replace z; = —, i =

1,...,n, assuming that all w; # 0. We get

1 1 1 1 1 1 ml_p g
()= 3 e
Ny B Br Tl my CR! o
W W gEms W WRt wpt wet 6T
and
1 1 1 —a s —a
o ) R e lal>ms
We have
1 1 1 1 1 1
fl(’ )PZ<37 >+QZ< 5 a)
wq W, w1 n w W,
] ) . 9)
- (P + Qi)
w11 _wi‘l w k3

where P; are homogeneous polynomials
~ 1 i n 1 1
m; S; m; .
Pi(wy,...,wp) =w; " - w, -~wn1~Pi<,...,)

Z bﬂw;n TR TP — BT,
ll8ll=m;
and P, are homogeneous polynomials

bﬂwm B UC s
E 1 T .
ll8ll=m:

In P;, neither w, ... ; NOT Wy, .
The polynomials @); have the form

~ 1 5 n 1 1
Qi(wl,...,wn):w;nl~~w;1~~w:?l Qi <w,...,> =

Wp,
st n ]_ —Q S, —«x
=w, " eew; Wy . E a’ wl ooowy 0=
7
wy wy! lleel|>m
1 1 n
m 75 m 75 —Q m, —«
:wl .[wl]. g awl 1...wn1 n
[|ee||>m;
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Denote by f; the functions

fi(w) = Pi(w) + Qs(w) = wi ™™ - B+ Qi(w), i=1,2,...,n. (10)
We have R ~
deg P, > deg@;, i=1,...,n. (11)
Consider a system of equations of the form (1) with polynomials Q;(z) satisfying the condi-
tions (8).
Let I' 5 = I'5(¢) denote the cycle

Ip={weC":|P|=¢e; &>0,i=1,...,n} (12)
This cycle does not intersect with the coordinate planes for almost all ;, i =1,...,n.
Consider the residue integral J, of the form
= [
ervT ) At
P

where w ™+ = w1t f(1Lw) = (1w, 1 w) - fa(Lf0n, ., 1wn), df(L/w) =
=dfi(1/wi,...,T/wp) Ao Adfy(L/wr, ... 1 wy).

In fact, J, is obtained from the integral J, (5) using the substitution in the integrand z; =
1/wj, j = 1,...,n, and replacing I'p by I'5. But the equality of these integrals needs to be
proved.

Since the inequalities (11) hold for functions from the system (10), and the system of functions
Pi(w),...,P,(w) is non-degenerate, the well known Bezout theorem says that the system of
equations ~

filw)=0, j=1,...,n, (13)

has a finite number of roots (counting each root so many times what its multiplicity is) and this
number is equal to the product of the degrees of the polynomials P;(w).
We cite the theorem from [16].

Theorem 1. The following equality holds:

p
1
Z bl oyl et -

j=1 %41 2 in

a1 | Aoz Naup
= 3 (e A il el oyl 1 Q57 Qn
— (-1) A - w] wy wy) Fartl  paatl | panil dw,
" - P§ Ny
llelI< IvII+n rs

where A is the Jacobian of the system (10).

For what follows, we need a generalized Grothendieck residue transformation formula (see [19],
as well as [4, Ch. 2]).

Theorem 2 ([19]). Let h(w) be a holomorphic function, and the polynomials fi(w) and g;(w),
7, k=1,...,n, be related by

n
g]:Za]kfky j:]-vza"'vna
k=1

the matriz A = ||ij\|?,k:1 consists of polynomials. Let us consider cycles

Ff:{w ‘fj(w” =Ty, j:17"'an}7 Fg:{w: |g_](z)|:rja j:17"'an}7
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where all r; > 0.
Then the equality is valid:

det A H a, ” dw
dw B' s,j=1
hGe = Y e [ ) (14)
ry K:i ksj=Bs 11 (ksj)!Fg
s=1 s,j=1
where B! = 1182 ... Bn, B = (51,02, 0n), the summation in the formula is over all integer
n
non-negative matrices K = |ks;||¢ ;=1 with the conditions that the sum ) ksj = o, then fB;
n s=1
Here fo=for.fon gB =g gBn
From this theorem, a statement is obtained in [16]
Theorem 3. The formulas are valid
» - - -
Z 1 _ (_1)1’1 /U}’lyl+1 . w;2+1 .. -w”"*l . Lﬁ A de A A dfn _
i < EA LA =
= Z;Y11+1 . Z;Y22+1 . ;Y;Lﬁ*l (27‘(’ /_l)nl—‘l3 fl f2 fn
B \)/nH : /uﬂ“rl iz tl. ..wvn+1.A' ) - Qprdwy Adwsy A A dw,
2 2 n pai+1l  poas+1
el VDTS A By

.. p’r?n"l‘l =

(—1)liEln H1<Zlksj>! wH A det A-QY T ab¥
S= ]:
S . m

sg=1
O BiN;j+B;+N; ’
K<+ [T (k) [T wy o
s,j=1

Jj=1
where | K|| = Z ksj, and the functional 9 maps the Laurent polynomial to its free term.
s,j=1

In fact, in Theorem 3, analogues of the classical Waring formulas for finding power sums of
the roots of a system of algebraic equations are obtained

Note that in [20] general algebraic systems of equations were considered, decompositions
of their solutions in hypergeometric series were obtained. In addition, it proves analogues of
Waring’s formulas for systems of the form

+ Z xf\j)y’\ =0,

AxeA)u{o}

m;j
Yj

)\1+...+)\n<mj, j:].,...,n

those higher homogeneous parts are monomials. We considered other (more general) systems of
equations with functions of the form (10)
Consider a more general situation. Let the functions f; be meromorphic and have the form

e
fi(z) = f(2 (z)’ i=12...n,

(15)

where f! )(z) and f! )( ) are entire functions in C™ that decompose into infinite products uni-
formly converging in C", fj@) (0) #£ 0,

TV, 126 =172,

s=1
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moreover, each of the factors has the form P;(z) + Q; s(2), and Q; s(2) satisfy conditions (8),
s=1,2,....

For each set of indices ji,...,Jjn, where ji,...,j, € N, and each set of numbers iy, ..., 1i,,
where i1, ...,1, are equal 1 or 2, systems of nonlinear equations
Wy =0, 2 =0, ..., f2()=0, (16)

have a finite number of roots not lying on coordinate planes.
The roots of all such systems (not lying on the coordinate planes) are no more than a countable
set. Renumber them (taking into account multiplicities):

2(1)s Z(2)r -0 21y -
Denote by 041 the expression
)
IB+I = Z Bi+1 5;[1 Bl (17)
=1 A1) "F2) T Pn()
Here 31, ..., By, as before, are non-negative integers, and the sign ¢; is +1, if in a system of

the form (16), the root which is z(;, includes an even number of functions ff); and is equal to

—1if in a system of the form (16), the root which is z(;), includes an odd number of functions
£
Js

For a system (16) composed of functions of the form (15), the points z(;) are roots or singular

points (poles). All functions f; are holomorphic in a neighborhood of zero and are defined for
them integrals Jg, since they have the form (1).

Theorem 4. For a system of equations with meromorphic functions (15) the series (17) abso-
lutely converges, and
Jp = (=1)"op4r1.
Example 1.
Consider a system of equations in two complex variables

fi(z1,22) = 21 — 20 +az? + bz} =0,
fg(Zl,Zg) =1+4czy =0.

1 1
We make the change of variables z; = —, 20 = —. Our system will take the form
w1 w2

(18)

fl :wfwg—wf+aw1w2+bw2 =0,
f2:w2+c:0.

The Jacobian of the system (18) A is

_ a2 2
A= ‘2w1w2 gwl +aws wi+ alw1 +0| _ Swrws — 3w + aws.

It is clear that _
{Q1 = awiwy + bws,

QQZC.

D 22 3
P, = wiwy —wy,
PQZ’ZUQ.
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Since
. _ _
wy = a1 Py + a2 Pa,

we = a1 P1 + axn Py,
it is easy to show that the elements a;; of the matrix A are equal
ail = —1, a1 = w%,

az =0, azg =1.

Thus, det A = —1.
By Theorem 3

Z (71)”1(” . (kll + ]{312)! . (kgl + kgg)! %

-
0.0 k1! K1l - kor! - Koo!

| K||=k11+ki2+ko1+ko2 <2

(Bw? — 2wiws — aws) - (awiwy + bwg)k1 Tk . chzthez . (_)ku . (ka2 . gkar . (ke

th
3(k11+k +1 ko1+k —1
w ( 11 12) . w( 21 22)

Simple calculations give that
_ 2
J(O,O) =cC .

Recall the well-known decomposition of the sine function into an infinite product:
sinz lo—o[ 1_ 22
z k2n2 )’
k=1

which uniformly and absolutely converge on the complex plane and has a growth order of 1.
Consider the system of equations

fi(z1,22) = 21 — 20 +az? +b23 =0,

sin z
fa(z1,22) = 2 0.

22

Using the formula obtained above and the known sum, we obtain that the integral Jig o) is
equal to the sum of the series
= 1 1
J =2 E — =
©.0 w252 3

s=1

Example 2. Consider a system of equations in two complex variables

fi1(z1,22) = 2120 + b121 + bazy = 0, (19)
fg(zl, 2’2) =14a1z1 +aszs =0.
. 1 1 .
We make the change of variables z1 = —, 2z = —. Our system will take the form
w1 Wo
fi=1+b biws =0
]il + bawy + D1we2 ) (20)
fo = wiws + aswy + aqws = 0.

The Jacobian of the system (24) Ais

= b211.)1 — b1w2 + (a1b2 — a2b1).

~ by by
A —
‘wg +as wi+a
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Notice that

{@ =1, (21)

Q2 = a1ws + asw;.

P =b bowy,
{ [y 1W2 + bW (22)
Pg = wWi1wa.
We calculate det A :
Since _ _
wi = a1 P+ a2 P,
w% = a21]51 + 0221327
where ﬁl = biwsy + bowy, f’z = W1 Ws.
Therefore, the elements of a;; are equal
gt b
1= by 12 = by’
wa bg
a9 = —, Gy = ——.
21 by 22 by
Hence,
w2 w1 waby —wiby
detA=—+—-—=—""—-=
by by b1bo
Notice that B ~
Ql = ]-7 Q2 =1
Carrying out the same calculations as in the previous example, we obtain
J _ 2(@1 + bg)
(070) - A :
Example 3.
Consider a system of equations in two complex variables
f1(z1,22) = a121 — agz + 21 =0, (23)
fg(Zl, 22) =b121 + bozo + Z% =0.

It satisfies the conditions (8) on Q;(z). We assume that aibs + asb; # 0, i.e. the system of
lower homogeneous polynomials is non-degenerate.

1 1
We make the change of variables z; = —, 20 = —. Our system will take the form
w1 w2

f1 = —agw? + aywiwy + wy = 0, o)
f2 = bowiws + byw3 + wy = 0.

This system has 4 roots, on the coordinate planes there is one root, (0,0).
The Jacobian A of the system (24) is equal to

A _ | —2a2w1 + ajws awy+1 | 2 2 _ _
A= b2w2 + 1 2b1w2 + b2w1 = 2a2b2w1 4a2b1w1w2 + 2a1b1w2 a1wy b2w2 1.

Notice that

Q1 =w2, Q2 =wi. (25)
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2 D 2
P = —aswi + awiws, Py = bywiwsy + b1w2.

To find the matrix A, we use Example 8.3 from [4].
We introduce the matrix

—a9 aq 0 0

0 —Q2 a1 0

Res=1 9 4 & o
0 0 b b

The determinant A of the matrix Res is equal to A = asby (az2by + a1b2).
We calculate some minors according to Example 8.3 from [4]:

) —ay a; O } aiz 0 0
Al = b2 b1 0= —agb% — alblbg, AQ = — bQ bl 0= —alb%,
0 b2 b1 0 b2 bl
_ ap 0 0 B aiq 0 0
Ag = |—a2 a1 0= a%bl, A4 = —|—a2 a1 0] =0.
O b2 b1 b2 bl 0
0 —Q2 aj —a2 a1 0
Al =—10 bg b1 = O, AQ = 0 bz b1 = 7&21)5,
0 0 b 0 0 b
—a9 ay 0 —as aq 0
As3=—1]0 —a2 ai| = —a%bg, Ag=|0 —a2 a1| = U,%b1 + ajasbs.
0 0 b 0 bs b

Therefore, the elements a;; of the matrix A are equal

1 /- ~ 1
an = 1 (A1w1 + A2w2) = ((—a2b? — arbibo)wy — arbiws)
1/~ ~ a?bw 1
a1z = N (A3w1 + A41112) = lAl 1; az] = A (Arwr + Aqws) =

a9y = % (Asw; + Aqws) = % (fagbgwl + (a2by + al(lng)UJQ) .
Then, it is easy to verify that

wi = an Py + aipPs,  wh = axnPy +axnP.
We calculate det A :

1

2 2
a2b2w1 - a2b1w1w2 — a1b1w2> .

By Theorem 3

Jiow) = Z (=) (kyy 4 E12)! - (K2g + Kog)! y

e Fin! - kiol - kol - k!

A - det A - Qllcll+k21 . Q’2€12+k22 ,alﬁl ,a’féz ,a;v%l . a’;gz
3(k k 1 3(k k 1
wl( 11+k12)+ _w2( 21+ka2)+

XM
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Denote A = asb; + aibs. Cumbersome but simple calculations (using the definition of the
functional 9M) give that

1 2@1[)2 6&%()% bg a‘I’ 8&1 bg 4 CL? al b2 3&2[)1 bg

J = — — = = _ = = = — = = = — — — =,
00 = X 7 bAoA A2 T aAZ T AT aghy  a? A2 A A2

This work was supported by the Russian Science Foundation, grant Complex analytic geometry
and multidimensional deductions. Number: 20-11-20117.
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O HeKOTOpPBLIX HpUMEpPaxX CHUCTEM TPAHCIEHIEHTHBIX
yYpaBHeHUI1

Anekcanap M. KeitmaHoB
Oapra B. Xogoc

Cubupckuii desiepabHbIil YHUBEPCUTET
Poccnitckas @eneparius

Awnnorarnusi. B 1aHHOlM cTaThe PACCMaTPUBAIOTCSI TIPUMEDPHI TPAHCIIEHIEHTHBIX CUCTEM yPAaBHEHUI 001IIe-
ro Buga. VlHTerpasibl BBIMETOB ONPEIEISIOTCS 110 IUKJIAM, CBA3aHHBIM ¢ cucTeMoil. [Ipuseaensr dpopmystbt
JUIA UX pacydeTa, ¥ yCTAHOBJIEHA CBA3b CO CTEIIEHHBIMHM CyMMaMM KOPHeil CUCTeMBbI.

KuroyeBble ciioBa: TpaHCIEHJIEHTHbIE CUCTEMbl yPAaBHEHUI, WHTErPaJibl BbIYETOB, CTEIIEHHBIE CYMMbI

KOPHEW.
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