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1. Introduction

In this paper we discuss inverse problems for the pseudoparabolic diffusion equation

(u+ ηMu)t +Mu+ ku = f (1.1)

and the stationary equation associated with (1.1). Here M is an elliptic linear
differential operator of the second order in the space variables. We establish the
existence, uniqueness and stability of the strong solution of the inverse problems for
(1.1) and the associated stationary equation with an unknown coefficient k under
the Dirichlet boundary condition and the additional integral boundary data akin
to the conditions of overdetermination considered in [1–4]. An exact statement of
the problems will be given below. Following the idea of [1–4] based on the method
of [5] we prove the existence of the solution by reducing the inverse problem to
an operator equation of the second type for the unknown coefficient. We show
that the operator of this equation is a contraction on a set constructed with the
use of the comparison theorems for elliptic and pseudoparabolic equations. The
contractibility of the operator provides the uniqueness and stability (continuous
dependence on the input data) of the solution.

Applications of such problems deal with the recovery of unknown parameters
indicating physical properties of a medium. In particular, the lowest coefficient k
specifies, for instance, the catabolism of contaminants due to chemical reactions [6]
or the absorption (also known as potential) in the diffusion and acoustics problems
[7].
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The study of inverse problems for pseudoparabolic equations goes back to 1980s.
The first result [8] refers to the inverse problems of determining a source function
f of equation

(u+ L1u)t + L2u = f (1.2)

in case L1 = L2 where L1 and L2 are the linear differential operators of the second
order in spacial variables. We should mention also the results in [9, 10] concerning
with coefficient inverse problems for the linear equation (1.1). In [10], the unique-
ness theorem is obtained and an algorithm of determining the coefficients of L2

is constructed. In [9], the solvability is established for two inverse problems of re-
covering the unknown coefficients in terms u (the lowest term of L2u) and ut of
(1.2). In [11], an inverse problem of recovering time-depending right-hand side and
coefficients of (1.2) is considered. The values of the solution at separate points are
employed as overdetermination conditions. The existence and uniqueness theorems
are proven for this problem and the stability estimates of the solution are exposed.

Theoretical and numerical aspects of inverse problems for the stationary equation

L2u = f. (1.3)

are discussed in [6, 12–16] (see also the references given there). In [12–14], the
method of the Carleman estimates was designed for proofs of uniqueness theorems
for coefficient inverse problems with unknown coefficients depending on all spatial
variables for (1.3) and other PDEs with single measurement data. The work [6] is
devoted to the problem on the determination of the lowest coefficient of the linear
equation (1.3) by additional mesurements in a subset of the domain. The work
[16] discusses two types of additional information (overdetermination): the trace of
the solution on a manifold of lower dimension inside the domain and the normal
derivative of the solution on a portion of the boundary. In [15], the coefficient is
recovered by the integral information on a manifold inside of the domain. The
solvability of the problems and the uniqueness of the solution are examined.

The paper is organized as follows. Section 2 presents the formulation of the
inverse problems and certain preliminary results concerning the direct problems
for elliptic and pseudoparabolic equations. In Section 3 we prove the existence,
uniqueness and the stability of the solution to the stationary inverse problem for
the diffusion equation. Section 4 discusses the same metters regarding the nonsta-
tionary inverse problem for the equation of pseudoparabolic type.

2. The statement of the problems and preliminary results

Let Ω be a bounded domain in Rn with a boundary ∂Ω ∈ C2, Ω be the closure
of Ω. T is an arbitrary real number, QT = Ω × (0, T ) with the lateral surface
ST = (0, T )× ∂Ω, QT is the closure of QT and the pair (t, x) is a point of QT .

From now on we keep the notations: (·, ·)R is the inner product of Rn; ‖ · ‖ and
(·, ·) are the norm and the inner product of L2(Ω), respectively; ‖ · ‖j is the norm

of W j
2 (Ω), j = 1, 2; and

〈
·, ·
〉

1
is the duality relation between W̊ j

2 (Ω) and W−j2 (Ω);

‖ · ‖p/2 is the norm of W
p/2
2 (∂Ω), p = 1, 3.

We introduce a linear differential operator M = −div(M(x)∇) + m(x)I where
M(x) ≡ (mij(x)) is a matrix of functions mij(x), i, j = 1, 2, . . . , n; I – the identity
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operator. We also keep the notation

〈
Mv1, v2

〉
M

=

∫
Ω

((M(x)∇v1,∇v2)R +m(x)v1v2)dx

for v1, v2 ∈W 1
2 (Ω) and assume that the following conditions are fulfilled.

I. mij(x), ∂mij/∂xl , i, j, l = 1, 2, . . . , n, and m(x) are bounded in Ω. Operator
M is elliptic, that is, there exist positive constants m0 and m1 such that for all
v ∈W 1

2 (Ω)

m0‖v‖21 ≤
〈
Mv, v

〉
M
≤ m1‖v‖21. (2.1)

II. M is a selfadjoint operator, that is, mij(x) = mji(x), i, j = 1, 2, . . . , n for
x ∈ Ω.

In this paper we are studying the inverse problems of recovering unknown coef-
ficients in the lowest terms of the diffusion equations. The first one is the inverse
problem for the pseudoparabolic equation.
Problem 1. For given functions f(t, x), U0(x), β(t, x), ω(t, x), ϕ(t) and a con-

stant η find the pair of unknown functions {u(t, x), k(t)} satisfying the equation

(u+ ηMu)t +Mu+ k(t)u = f, (2.2)

the initial data

(u+ ηMu)|t=0 = U0(x), (2.3)

the boundary condition

u|∂Ω = β(t, x) (2.4)

and the condition of overdetermination∫
∂Ω

{
η
∂ut

∂N
+
∂u

∂N

}
ω(t, x)ds = ϕ(t). (2.5)

Here ∂
∂N

= (M(x)∇,n), n is the unit outward normal to the boundary ∂Ω.
The second inverse problem corresponds to Problem 1 in the case of the steady-

state process.
Problem 2. For given functions f(x), β(x), ω(x) and a constant µ find the pair

of function u(t, x) and constant k satisfying the equation

Mu+ ku = f, (2.6)

the boundary condition

u|∂Ω = β(x) (2.7)

and the condition of overdetermination∫
∂Ω

∂u

∂N
ω(x)ds = µ. (2.8)
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If ω ≡ 1, then the integral conditions (2.8) and (2.5) means a given flux of a liquid
through the surface ∂Ω, for instance, the total discharge of a liquid through the
surface of the ground. Similar nonlocal conditions were applied to control problems
in [17] and inverse problems for elliptic and pseudoparabolic equations in [1, 4].

The existence and uniqueness results for Problems 1 and 2 rely upon two lemmas
for the direct problems (2.2)–(2.4) and (2.6)–(2.7) with the known coefficient k.
The first lemma covers the comparison theorems for the elliptic partial differential
equations.

Lemma 2.1 Let u1, u2 ∈W 2
2 (Ω) be the solutions of the problems Muj +kjuj = fj,

uj |∂Ω= βj, j = 1, 2. If 0 ≤ k1 ≤ k2, β1 ≥ β2 ≥ 0 and f1 ≥ f2 ≥ 0, then
u1 ≥ u2 ≥ 0 for almost all x ∈ Ω.

Proof. By the maximum principle for the elliptic equations, ui ≥ 0, i = 1, 2, for
almost all x ∈ Ω. The difference of the solutions u1 − u2 satisfies equation

M(u1 − u2) + k1(u1 − u2) = (k2 − k1)u2 + f1 − f2 (2.9)

and the boundary condition (u1−u2) |∂Ω= β1−β2. In the hypotheses of the lemma
the right side of (2.9) is nonnegative and β1 − β2 ≥ 0. Hence, by the maximum
principle for the elliptic equations, u1 − u2 ≥ 0 for almost all x ∈ Ω. �

Lemma 2.2 Let vj ∈ C1([0, T ];W 2
2 (Ω) be the solutions of the problems{

vjt + ηMvjt +Mvj + kj(t)vj = fj ,
(vj + ηMvj)|t=0 = Uj(x), vj |∂Ω = βj(t, x), j = 1, 2.

(2.10)

If k2(t) ≤ k1(t) ≤ 1
η on [0, T ], 0 ≤ f1 ≤ f2 almost everywhere in QT , 0 ≤ U1(x) ≤

U2(x) for almost all x ∈ Ω and 0 ≤ β1(t, x) ≤ β2(t, x) for almost all (t, x) ∈ ST ,
then 0 ≤ v1 ≤ v2 for almost all (t, x) ∈ QT .

Proof. By (2.10), the function v̄ = v2 − v1 is the solution of the problem{
v̄t + ηMv̄t +Mv̄ + k2(t)v̄ = (k1 − k2)v1 + f2 − f1,
(v̄i + ηMv̄)|t=0 = U2 − U1, v̄|∂Ω = β2 − β1.

(2.11)

By Theorem 2.2 [4], vj ≥ 0, j = 1, 2, almost everywhere in QT . Hence, the right
term of (2.11) is nonnegative. Therefore by Theorem 2.2 [4], v̄ ≥ 0. �

3. The stationary inverse problem

We begin with the existence and uniqueness theorem for Problem 2. By a solution
of this problem is meant the pair involving a function u ∈ W 2

2 (Ω) and a positive
real number k which satisfy (2.6)–(2.8). To formulate the theorem we introduce
functions a, aσ and b as the solutions of the problems

Ma = f(x), a |∂Ω= β(x); (3.1)

Maσ + σaσ = f(x), aσ |∂Ω= β(x); (3.2)

Mb = 0, b |∂Ω= ω(x) (3.3)

where σ > 0 is a real number.
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Theorem 3.1 Let ∂Ω ∈ C2 and the assumptions I, II are fulfilled. Suppose also
that

(i) f(x) ∈ L2(Ω), β(x), ω(x) ∈W 3/2
2 (∂Ω);

(ii) f(x) ≥ 0 almost everywhere in Ω; β(x) ≥ 0, ω(x) ≥ 0 for almost all x ∈ ∂Ω
and there is a smooth piece Γ of the boundary ∂Ω and a constant δ > 0 such
that β ≥ δ and ω ≥ δ almost everywhere on Γ;

0 ≤ µ−Ψ ≤ m0(a, b)2

4‖a‖‖b‖
(3.4)

where Ψ =
〈
Ma, b

〉
M
− (f, b).

Then Problem 2 has a solution {u, k}. If

0 ≤ µ−Ψ <
m0(a, b)2

4‖a‖‖b‖
, (3.5)

then the solution is unique. Moreover, the estimates

aσ ≤ u ≤ a, 0 ≤ k ≤ σ, ‖u‖2 ≤ C‖a‖+ ‖a‖2 (3.6)

hold with some σ > 0 and a constant C dependent on mesΩ, σ, m0 and m1.

Proof. Following the idea of [1–4] and the method of [5], we reduce Problem 2 to
an equivalent inverse problem with a nonlinear operator equation for k(t). From
(2.6)–(2.8) it follows that the function w ≡ a − u and the constant k obeys the
relations

Mw + kw = ka, (3.7)

w |∂Ω= 0, (3.8)∫
∂Ω

∂w

∂N
ωds = −µ+

∫
∂Ω

∂a

∂N
ωds = Ψ− µ. (3.9)

In view of (3.8) and (3.9) multiplying (3.7) by b in terms of the inner product of
L2(Ω) and integration by parts twice yields

k(u, b) = µ−Ψ. (3.10)

Let the operator A : R+ → R (R+ is the set of all nonnegative real numbers)
maps every y ∈ R+ into the real number Ay by the rule

Ay = (µ−Ψ)(uy, b)
−1, (3.11)

where uy is the solution of the direct problem (2.6)–(2.7) with k = y. It can be
shown that Problem 2 is solvable if and only if the operator A has a fixed point, i.
e. the operator equation k = Ak has a solution.

The operator A maps a set [0, σ] into itself and continuous on the set for some
σ > 0. Indeed, Lemma 2.1 implies that bη ≥ 0 and for all 0 ≤ y ≤ σ

aσ ≤ uy ≤ a. (3.12)
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Therefore Ay ≥ (µ−Ψ)(a, b)−1 ≥ 0. On the other hand, multiplying the difference
of (3.1) and (3.2) by a− aσ in terms of the inner product of L2(Ω), integrating by
parts and estimating the left-hand side of the result with the help of (2.1) gives

‖a− aσ‖ ≤ ‖a− aσ‖1 ≤ σm−1
0 ‖a‖.

This estimate and (3.12) allows to obtain the lower bound of (uy, b) in (3.11).

(uy, b) ≥ (aσ, b) = (a, b)− (a− aσ, b) ≥ (a, b)− σm−1
0 ‖a‖‖b‖ > 0 (3.13)

when

σ < m0(a, b)(‖a‖‖b‖)−1. (3.14)

In view of (3.11), (3.13)

Ay ≤ m0(µ−Ψ)

m0(a, b)− σ‖a‖‖b‖
.

Hence, the inequality Ay ≤ σ holds for all σ > 0 such that

−‖a‖‖b‖m−1
0 σ2 + (a, b)σ − (µ−Ψ) ≥ 0. (3.15)

The last relation is possible because in the hypotheses of the theorem

D ≡ (a, b)2 − 4(µ−Ψ)m−1
0 ‖a‖‖b‖ ≥ 0. (3.16)

(3.15) is valid for σ obeying the inequality

m0((a, b)−
√
D)

2‖a‖‖b‖
≤ σ ≤ m0((a, b) +

√
D)

2‖a‖‖b‖
.

Thus, the operator A maps the segment [0, σ] into itself.
We are now in a position to obtain the estimate of uy in W 2

2 (Ω) provided that y ∈
[0, σ]. Let wy = a− uy. This function satisfies (3.7)–(3.9) with k = y. Multiplying
(3.7) for k = y by wy in terms of the inner product of L2(Ω) and integration by
parts in the first summand yields

(Mwy, wy) + y‖wy‖2 = 〈Mwy, wy〉M + y‖wy‖2 = y(a,wy). (3.17)

In view of (3.12) and the definition of wy we have y|(a,wy)| ≤ σ‖a‖2. This inequality
and (3.17) implies by the ellipticity of M that

‖wy‖1 ≤
( σ

m0

)1/2
‖a‖ (3.18)

whence

‖uy‖1 ≤
( σ

m0

)1/2
‖a‖+ ‖a‖1. (3.19)

6



September 3, 2019 Applicable Analysis Lyubanova˙2017

Furthermore, by [18, Chapter 3], the direct problem (2.6), (2.7) has a unique
solution wy ∈W 2

2 (Ω) for all y ≥ 0. Consequently, (3.7) is fulfilled almost everywhere
in Ω and Mwy ∈ L2(Ω). Multiplying (3.7) with k = y by Mwy in terms of the
inner product of L2(Ω) and integrating by parts in the second summand one can
obtain the equality

‖Mwy‖2 + y〈wy,Mwy〉M = y(a,Mwy). (3.20)

By (2.1), the second term of (3.20) is nonnegative and

y | (a,Mwy) |≤ σ‖a‖ ‖Mwy‖ ≤
1

2
σ2‖a‖2 +

1

2
‖Mwy‖2. (3.21)

From (3.20)–(3.21) it follows that

‖Mwy‖ ≤ σ‖a‖. (3.22)

In view of the definition of wy the inequalities (3.18), (3.22) and [18, Chapter 2]

‖v‖2 ≤ CM (‖Mv‖+ ‖v‖), (3.23)

for v ∈ W̊ 1
2 (Ω)

⋂
W 2

2 (Ω) with the constant CM depending on M and mesΩ imply
the estimate

‖uy‖2 ≤ CM (σ + (σm−1
0 )1/2)‖a‖+ ‖a‖2. (3.24)

Now we can show that the operator A is continuous on [0, σ]. Let y1, y2 ∈ [0, σ]
and uy1 , uy2 be the solutions of the problem (3.7), (3.8) with k = y1 and k = y2,
respectively. By the definition of the operator A, (3.12), (3.13),

|Ay1 −Ay2| ≤
‖uy2 − uy1‖ ‖b|| (µ−Ψ)

(aσ, b)2
≤ m0‖uy1 − uy2‖ ‖b‖ (µ−Ψ)

(m0(a, b)− σ ‖a‖ ‖b‖)2
. (3.25)

On the other hand, multiplying the difference of equations (2.6) for k = y1 and
k = y2 by uy1−uy2 in terms of the inner product of L2(Ω) and integration by parts
in the first summand of the resulting equality gives

〈M(uy1 − uy2), uy1 − uy2〉M + y1 ‖uy1 − uy2‖2 = (y2 − y1)(uy2 , uy1 − uy2). (3.26)

The right term of (3.26) is estimated with the use of (3.12) as

|(y2 − y1)(uy2 , uy1 − uy2)| ≤
1

2m0
|y2 − y1|2 ‖a‖2 +

m0

2
‖uy1 − uy2‖21. (3.27)

By (2.1) and the nonnegativity of y1, from (3.26)–(3.27) we obtain the relation

‖uy1 − uy2‖1 ≤ m−1
0 ‖a‖ |y2 − y1|. (3.28)

Joining (3.25) with

σ =
m0((a, b)−

√
D)

2‖a‖ ‖b‖
≡ σ0, (3.29)
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and (3.28) we are led to the inequality

|Ay1 −Ay2| ≤
4‖a‖ ‖b‖(µ−Ψ)

m0((a, b) +
√
D)2
|y1 − y2| (3.30)

which implies the continuity of A. Thus, by Brower’s theorem, the operator A has
a fixed point k∗ ∈ (0, k1) and the pair {u∗, k∗} where the function u∗ satisfies
(2.6)–(2.7) with k = k∗ gives a solution of the problem (2.6)–(2.8).

It remains to prove that the solution of the problem (2.6)–(2.8) is unique under
the assumption (3.5). In this case the operator A is a contraction on [0, σ0] because
A satisfies (3.30) with

q =
4 ‖a‖ ‖b‖(µ−Ψ)

m0((a, b) +
√
D)2

<
(a, b)2

((a, b) +
√
D)2

< 1.

Let (u′, k′) and (u′′, k′′) be two solutions of the problem (2.6)–(2.8). Then k′, k′′

are the fixed poins of the operator A. By (3.30),

|k′ − k′′| = |Ak′ −Ak′′| ≤ q|k′ − k′′|

whence k′ − k′′ = 0. This in turn implies u′ − u′′ = 0 in view of (3.28). �

Under the assumption (3.5) the solution {u, k} depends continuously on the input
data of Problem 2.

Theorem 3.2 Let the hypotheses of Theorem 3.1 be fulfilled and {uj , kj} be the
unique solution of Problem 2 where f = fj, β = βj, ω = ωj and µ = µj, j = 1, 2.
Then the estimate

‖u1−u2‖2+|k1−k2| ≤ K
(
|µ1−µ2|+‖f1−f2‖+‖β1−β2‖3/2+‖ω1−ω2‖1/2

)
(3.31)

holds with a positive constant K.

Proof. Let aj , bj be the solutions of the problems (3.1) and (3.3) where f = fj ,
β = βj , ω = ωj , j = 1, 2. Repeating the arguments led to (3.10), one can show
that kj is the solution of the operator equation y = Ajy where Ajy is defined
by (3.11) for every y ∈ [0, σj ] and σj is given by (3.16) and (3.29) with µ = µj ,
f = fj , a = aj , b = bj , j = 1, 2. Estimating the right-hand side of the difference
k1 − k2 = A1k1 − A2k2 in the absolute value with the use of (3.10) and (3.13) we
come to the inequality

|k1−k2| ≤ K1

(
|µ1−µ2|+|Ψ1−Ψ2|+‖b1−b2‖1

)
+

k2m0‖b1‖‖u1 − u2‖
m0(a1, b1)− σ1‖a1‖‖b1‖

. (3.32)

Here the positive constant K1 depends on m0, mesΩ, µj , |Ψj |, ‖aj‖1, ‖bj‖1, j = 1, 2.
On the other hand, the difference u = u1 − u2 satisfies (2.6)–(2.7) where k = k1,

f = (k2 − k1)u2 + f1 − f2 and β = β1 − β2. By the use of (3.6), (3.19), (3.24) for
uj and kj with a = aj and σ = σj , j = 1, 2, one can obtain the estimates

‖u1 − u2‖1 ≤ m−1
0 (σ1‖a1 − a2‖+ |k1 − k2|‖a1‖) + ‖a1 − a2‖1, (3.33)

‖u1 − u2‖2 ≤ CM (m0 + 1)m−1
0 (σ1‖a1 − a2‖+ |k1 − k2| ‖a1‖) + ‖a1 − a2‖2, (3.34)
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much as (3.19) and (3.24) are proved. Without loss of generality we can suppose
that k1 ≥ k2. Then (3.32) and (3.33) with σ1 = σ0 (see (3.29)) yield

|k1 − k2| ≤ K2

[
|µ1 − µ2|+ |Ψ1 −Ψ2|+ ‖b1 − b2‖1

]
(3.35)

where K2 depends on K1, m0, σ1, ‖a1‖. Taking into account the definition of Ψj ,
j = 1, 2, and joining (3.34)–(3.35) and the inequalities [19, Chapter 2]

‖a1 − a2‖j ≤ C2(‖f1 − f2‖+ ‖β1 − β2‖j−1/2), j = 1, 2,

‖b1 − b2‖1 ≤ C1‖ω1 − ω2‖1/2, (3.36)

where the constants Ci > 0, i = 1, 2, depend on m0, m1 and mesΩ, we are led to
the estimate (3.31). �

Remark 3.1 The set of the input data fitting the conditions (3.4) and (3.5) is not
empty. For instance, if M = −∆ (∆ is the Laplacian), β ≡ const > 0, ω ≡ const >
0 and f = 0, then by the strong maximum principle for the Laplace equation a ≡ β,

b ≡ ω in Ω and Ψ = 0. In this case m0(a, b)2
(
‖a‖‖b‖

)−1
= βωmesΩ. Therefore the

inequality (3.5) is valid for any 0 ≤ µ < 1
4βωmesΩ.

4. The inverse problem for pseudoparabolic equation

In this section we prove the existence and uniqueness theorem for Problem 1. For
the sake of convenience we keep the same notations f , β and ω in Problems 1, 2
and suppose that from now on these functions depend on t and x. We define the
functions aγ(t, x), aη(t, x) and bη(t, x) as the solutions of the following problems.

aγt + ηMaγt +Maγ − γaγ = f, (aγ + ηMaγ)|t=0 = U0, aγ |∂Ω = β; (4.1)

aηt + ηMaηt +Maη + η−1aη = f, (aη + ηMaη)|t=0 = U0, aη|∂Ω = β; (4.2)

bη + ηMbη = 0, bη|∂Ω = ω, (4.3)

where γ > 0 is a real number. We also introduce the notation

Ψa,b(t) = (aηt , b
η) + η〈Maηt , b

η〉M + 〈Maη, bη〉M − (f, bη). (4.4)

By a solution of Problem 1 is meant the pair of functions {u(t, x), k(t)} such
that u(t, x) ∈ C1([0, T ];W 2

2 (Ω)), k(t) ∈ C([0, T ]); the pair {u(t, x), k(t)} satisfies
equation (2.2) almost everywhere in QT , the initial and boundary data (2.3), (2.4)
for almost all (t, x) ∈ ST

⋃
Ω0 (Ω0 = {(0, x), x ∈ Ω}) and the condition of overde-

termination (2.5) in (0,T).
The existence and uniqueness of the solution to Problem 1 is established by the

following theorem.

Theorem 4.1 Let the assumptions I-II are fulfilled, η > 0, ∂Ω ∈ C2 and

(iii) f ∈ C([0, T ]);L2(Ω)), U0 ∈ L2(Ω), β, ω ∈W 3/2
2 (∂Ω), ϕ(t) ∈ C([0, T ]);

(iv) f ≥ 0 almost everywhere in QT , U0 ≥ 0 for almost all x ∈ Ω, β ≥ 0, ω ≥ 0
for almost all (t, x) ∈ ST ; there exist α0, Φ0 ∈ R, α0 > 0 such that for all
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t ∈ [0, T ]

(aη, bη) ≥ α0, (4.5)

Φ0 ≤ Φ(t) ≡ ϕ(t)−Ψa,b(t) ≤ η−1(aη, bη). (4.6)

Then there exists a unique solution {u, k} of Problem 1. Moreover, the estimates

0 ≤ aη ≤ u ≤ aγ , −γ ≤ k(t) ≤ η−1, ‖u‖2 + ‖ut‖2 ≤ C3 (4.7)

hold with constants γ ≥ 0 and C3 > 0 for almost all (t, x) ∈ QT .

Proof. We reduce Problem 1 to an equivalent inverse problem with a nonlinear
operator equation for k(t) in much the same way as in the proof of Theorem 3.1. To
do this we multiply (2.2) by bη in terms of the inner product of L2(Ω) and integrate
by parts in the second and third terms of the resulting equality. By (2.3)–(2.5),
this yields

(ut, b
η)− ϕ(t) +

∫
∂Ω

(
ηβt + β

)∂bη
∂N

ds+ (k(t)u, bη) + (ηut + u,Mbη) = (f, bη),

whence in view of (4.3), (4.4), (4.6) and the fact that∫
∂Ω

(
ηβt + β

)∂bη
∂N

ds = Ψa,b(t) + η−1(aη, bη) + (f, b) (4.8)

the relation

k(t)(u, bη) = ϕ(t)−Ψa,b(t)− η−1(aη, bη) + η−1(u, bη) (4.9)

comes for all t ∈ [0, T ].
Let the operator B maps every element z(t) ∈ Cγ([0, T ]) = {z ∈ C([0, T ]),
−γ ≤ z ≤ η−1} into a function Bz ∈ C([0, T ]) by the rule

Bz =
ϕ(t)−Ψa,b(t)− η−1(aη, bη) + η−1(uz, b

η)

(uz, bη)
, (4.10)

where uz is the solution of the direct problem (2.2)–(2.4) with k(t) = z(t). The
element Bz is meaningful for every z ∈ Cγ([0, T ]). Indeed, the direct problem
(2.2)–(2.4) with k = z has a unique solution uz ∈ C1([0, T ]);W 2

2 (Ω)) for every
z ∈ Cγ([0, T ]) by Theorem 2.1 [4]. Moreover, from Lemma 2.2 it follows that for
z(t) ∈ Cγ([0, T ]), the solution uz fulfils the inequality

0 ≤ aη ≤ uz ≤ aγ (4.11)

almost everywhere in QT , which implies (uz, b) > 0 on [0, T ].
Problem 1 is solvable if and only if the operator equation

z = Bz (4.12)

has a solution in C([0, T ]). Really, the deduction of equation (4.10) shows that
if {uz, z} is a solution of Problem 1, then z is a fixed point of the operator B

10
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by (4.10). On the other hand, let z∗ is a solution of equation (4.12) and u∗ is a
solution of (2.2)–(2.4) with k(t) = z∗(t). In view of (4.8), (4.10), (4.12) multiplying
(2.2) by bη in terms of the inner product of L2(Ω) and integration by parts twice
in the second and third summands implies that the pair {u∗(t, x), z∗(t)} obeys the
cobdition of overdetermination and is the solution of Problem 1.

Let us find such γ > 0 that the operator B maps Cγ([0, T ]) into itself. In view
of (4.6) Bz ≤ η−1 for every z(t) ∈ C([0, T ]) and z(t) ≤ η−1. By (4.6), (4.10) and
(4.11),

Bz ≥ min{0,Φ0} − η−1(aη, bη)

(aη, bη)
= −

(1

η
− min{0,Φ0}

(aη, bη)

)
.

Thus, the operator B maps Cγ([0, T ]) with

γ =
1

η
− min{0,Φ0}

(aη, bη)
, (4.13)

into itself and the inequality

−γ ≤ Bz ≤ η−1 (4.14)

is valid. Moreover, the operator B is a contraction on Cγ([0, T ]). Really, let z1, z2 ∈
Cγ([0, T ]) and u1, u2 are the solutions to the problem (2.2)–(2.4) with k(t) = z1(t)
and k(t) = z2(t), respectively. Multiplying the difference of equations (2.2) with
k = z1 and k = z2 by ū = u1 − u2 in terms of the inner product of L2(Ω),
integrating by parts in the first and second summands and estimating the right
side of the resulting relation, one can show that

d

dt

[
‖ū‖2 + η〈Mū, ū〉1

]
≤
(

2γ + 1
)(
‖ū‖2 + η〈Mū, ū〉1

)
+ |z̄|2 max

t∈[0,T ]
‖aη‖2

in view of (4.11) where z̄ = k1−k2. Acording to the Gronwall lemma, this inequality
implies the estimate

‖ū‖2 + η〈Mū, ū〉1 ≤ e2γ+1 max
t∈[0,T ]

‖aη‖
∫ t

0
|z̄|2dτ ≡ C4

∫ t

0
|z̄|2dτ. (4.15)

On the other hand, by the definition of B, (4.11), (4.13) and (4.14)

|Bz1 −Bz2| ≤
γ‖bη‖

(aη, bη)
‖u1 − u2‖.

Joining (4.15) and the last inequality we obtain

|Bz1 −Bz2| ≤ C5

(∫ t

0
|z̄|2dτ

)1/2
(4.16)

where the constant C5 depends on C4, γ, maxt∈[0,T ] ‖bη‖ and mint∈[0,T ](a
η, bη). Let

us define the norm

|z|ν = max
t∈[0,T ]

{e−νt|z|} (4.17)

11
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in C([0, T ]) with a constant ν > 0. By (4.16),

|Bz1 −Bz2|ν ≤ C5 max
t∈[0,T ]

{e−νtBig(

∫ t

0
e2ντ e−2ντ |z̄|2dτ

)1/2
} ≤ C5

(2ν)1/2
|z̄|ν ,

from which we conclude that the operator B is a contraction on Cγ([0, T ]) in terms
of the norm | · |ν with ν > 1

2C
2
5 . Then according to the principle of contraction

mappings, the operator B has a unique fixed point k∗(t) ∈ Cγ([0, T ]). The pair of
the functions k∗(t) and u∗ satisfying (2.2)–(2.4) with k = k∗(t) gives the solution
of Problem 1. The uniqueness of this solution follows from the contractibility of B
and the estimate (4.15).

It remains to obtain the estimates of u and ut in W 2
2 (Ω). We multiply the differ-

ence of equations (2.2) and (4.2)

(u− aη)t + ηM(u− aη)t +M(u− aη) = −k(t)u+
1

η
aη (4.18)

by Mwη where wη ≡ u− aη in terms of the inner product of L2(Ω) and integrate
by parts in the first summand. This yields

1

2

d

dt
〈wη,Mwη〉M +

η

2

d

dt
‖Mwη‖2 + ‖Mwη‖2 =

(
η−1aη − k(t)u,Mwη

)
. (4.19)

By (4.7),

|(η−1aη − k(t)u,Mwη)| ≤ 1

2

(
γ‖aγ‖+ η−1‖aη‖

)2
+

1

2
‖Mwη‖2. (4.20)

Integrating (4.19) with respect to t from 0 to τ , 0 < τ ≤ T , and taking into account
(4.20) we are led to the inequality

〈wη,Mwη〉M + η‖Mwη‖2 ≤
∫ τ

0

(
γ‖aγ‖+ η−1‖aη‖

)2
dt, (4.21)

which implies by (3.23) that for every t ∈ (0, T )

‖u‖2 ≤
CM
η1/2

[( ∫ t

0

(
γ‖aγ‖+ η−1‖aη‖

)2
dτ
)1/2

+ ‖aγ‖
]

+ ‖aγ‖2. (4.22)

Turning back to equation (4.18) we can get the estimate for ut. In view of (4.7),
(4.21) we have

‖(I + ηM)wηt ‖ ≤ (η−1T 1/2 + 1)(η−1‖aη‖+ γ‖aγ‖) ≡ C6. (4.23)

Furthermore, multiplying (4.18) by wηt in terms of the inner product of L2(Ω) and
integrating by parts in the second summand of the left-hand side of the resulting
equality give

‖wηt ‖2 + η〈Mwηt , w
η
t 〉1 =

(
−Mwη − k(t)u+ η−1aη, wηt

)
,

from which and (2.1), (4.7), (4.21) it follows that

‖wηt ‖2 + 2ηm0‖wηt ‖21 ≤ C2
6 . (4.24)

12
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Since the operator I + ηM is elliptic, the inequality [18, Chapter 2]

‖v‖2 ≤ C̃M (‖(I + ηM)v‖+ ‖v‖) (4.25)

is valid for all v ∈ W̊ 1
2 (Ω)

⋂
W 2

2 (Ω). Here the constant C̃M depends on M , η and
∂Ω. This inequality, (4.23) and (4.24) imply that

‖ut‖2 ≤ 2C̃MC6 + ‖aηt ‖2. (4.26)

Joining (4.23) and (4.26) we obtain the last estimate (4.7). �

Under the hypotheses of Theorem 4.1 the constructed solution {u(t, x), k(t)}
depends continuously on the input data of Problem 1.

Theorem 4.2 Let the hypotheses of Theorem 4.1 be fulfilled and {uj(t, x), kj(t)}
be the unique solution of Problem 1 where f = fj(t, x), U0 = U j0 (x), β = βj(t, x),
ω = ωj(t, x) and ϕ = ϕj(t), j = 1, 2. Then the estimates

‖k1 − k2‖C([0,T ]) ≤ K3

{
max
t∈[0,T ]

[
|ϕ1 − ϕ2| + ‖f1 − f2‖+ ‖β1 − β2‖1/2

+‖ω1 − ω2‖1/2
]

+ ‖U1
0 − U2

0 ‖
}
, (4.27)

‖u1 − u2‖C1([0,T ];W 2
2 (Ω)) ≤ K4

{
max
t∈[0,T ]

[
|ϕ1 − ϕ2|+ ‖f1 − f2‖

]
+ ‖U1

0 − U2
0 ‖

+‖β1 − β2‖C1([0,T ];W
3/2
2 (∂Ω)) + ‖ω1 − ω2‖C1([0,T ];W

1/2
2 (∂Ω))

}
(4.28)

hold with certain positive constants K3 and K4.

Proof. Let aηj , a
γ
j and bηj be the solutions of the problems (4.1)–(4.3) where f = fj ,

U0 = U j0 β = βj , ω = ωj , j = 1, 2. Repeating the arguments led to (4.12) one can
show that kj(t) is the solution of the operator equation z = Bjz where Bjz is
defined by (4.10) for every z ∈ Cγj ([0, T ]) and γj is given by (4.13) with aη = aηj ,

bη = bηj , j = 1, 2. In view of (4.5), (4.7) and (4.9) the difference k̃ = k1−k2 satisfies

the inequality where Ψj
a,b(t) is defined by (4.4) with aη = aηj , b

η = bηj and f = fj ,

j = 1, 2. From the last inequality, (4.5) and (4.7) it follows that

|k̃| ≤ C7

[
|ϕ1 − ϕ2|+ |Ψ2

a,b −Ψ1
a,b|+ ‖ã‖+ ‖b̃‖

]
+ α−1

0 (γ2 + η−1)‖ũ‖‖bη1‖. (4.29)

Here Ψj
a,b(t) is defined by (4.4) with aη = aηj , b

η = bηj and f = fj , j = 1, 2,

ã = aη1 − a
η
2, b̃ = bη1 − b

η
2, ũ = u1 − u2, the positive constant C7 depends on η, γ,

α0, maxt∈[0,T ]{‖a
η
j‖, ‖a

γ
j ‖, ‖b

η
j‖}.

On the other hand, the functions w̃ = ũ− ã and k̃ satisfy the relations

w̃t + ηMw̃t +Mw̃ + k1(t)w̃ = −(k1(t)− η−1)ã− k̃u2, (4.30)

(w̃ + ηMw̃)|t=0 = 0, w̃|∂Ω = 0.

Multiplying (4.30) by w̃ in terms of the inner product of L2(Ω), integrating by
parts in the left part and estimating the right-hand side of the resulting equality

13
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with the help of (4.7) we conclude by the Gronwall lemma that

‖ũ‖ ≤
[∫ t

0

(
(η−1 + γ1)2‖ã‖2 + |k̃|2‖aγ2‖

2
)
e2(1+γ1)(t−τ)dτ

]1/2

+ ‖ã‖. (4.31)

This inequality and (4.29) imply that

|k̃|ν ≤ C8

{
|ϕ1 − ϕ2|ν + |Ψ2

a,b −Ψ1
a,b|ν + max

t∈[0,T ]
[(‖ã‖+ ‖b̃‖)e−νt] + (2ν)−1/2|k̃|ν

}
where | · |ν is the norm (4.17) and the positive constant C8 depends on C7, η, α0,
T , γj , maxt∈[0,T ]{‖a

η
j‖, ‖a

γ
j ‖, ‖b

η
j‖}, j = 1, 2. Choosing ν = ν1 ≡ 2C2

8 we are led to
the estimate

‖k̃‖C([0,T ]) ≤ 2C8e
ν1T max

t∈[0,T ]

{
|ϕ1 − ϕ2|+ |Ψ2

a,b −Ψ1
a,b|+ ‖ã‖+ ‖bη1 − b

η
2‖
}

(4.32)

and in view of (4.31) we have

max
t∈[0,T ]

‖ũ‖ ≤ C9 max
t∈[0,T ]

{
|ϕ1 − ϕ2|+ |Ψ2

a,b −Ψ1
a,b|+ ‖ã‖+ ‖bη1 − b

η
2‖
}

(4.33)

where C9 depends on C8, η, α0, T , ν1, γj , maxt∈[0,T ] ‖a
γ
j ‖, j = 1, 2.

The inequalities (4.32) and (4.33) allows to get the appropriate estimates for
u1 − u2 in C1([0, T ];W 2

2 (Ω)). By the use of (4.7), (4.22) for uj and kj with a = aj
and γ = γj , j = 1, 2, one can obtain the estimates

‖ũ‖2 ≤ CM
[
γ1

(
‖ã‖L2(QT ) + ‖ũ‖L2(QT )

)
+ ‖k̃‖ ‖aγ2‖L2(QT )

]
+ ‖ã‖2, (4.34)

‖ũt‖ ≤ (η−1(T + η))1/2
[
γ1‖ũ‖+ ‖k̃‖ ‖aγ2‖C([0,T ];L2(Ω))

]
+ ‖ãt‖, (4.35)

much as (4.22) and (4.24) are proved. From (4.30) (4.34) and the assumption I it
follows that

‖(I + ηM)w̃t‖ ≤ γ1‖ũ‖+ |k̃|‖aγ2‖+m2(‖ã‖2 + ‖ũ‖2) (4.36)

where the positive constant m2 depends on n, ‖mil‖L∞(Ω) and ‖(mil)xi
‖L∞(Ω) i, l =

1, 2, . . . , n. By (4.25) and (4.36),

‖ũt‖2 ≤ C̃M
[
γ1‖ũ‖+ |k̃|‖aγ2‖+m2(‖ã‖2 + ‖ũ‖2) + ‖ãt‖+ ‖ũt‖

]
+ ‖ãt‖2.

Joining the last relation, (3.36), (4.32)–(4.35), the definition of Ψj
a,b, j = 1, 2, and

the inequalities

‖ã‖q ≤ C10(‖f1 − f2‖+ ‖β̃‖q−1/2 + ‖U1
0 − U2

0 ‖),

‖ãt‖q ≤ C11(‖f1 − f2‖+ ‖β̃‖q−1/2 + ‖β̃t‖q−1/2 + ‖U1
0 − U2

0 ‖), q = 1, 2,

for all t ∈ [0, T ] where β̃ ≡ β1−β2, the constants C10, C11 depend on m0, m1 and
mesΩ, we come to the estimates (4.27), (4.28). �
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Remark 4.1 The set of the input data fitting the conditions of Theorem 4.1 is
not empty. Let Ω = (0, π), η > 0, M = − ∂2

∂x2 , β(t, x) ≡ const ≥ 0, ω(t, x) ≡
const > 0, f ≡ 0 and U0 = β + (1 + η)sinx ≥ 0. In this case aη = e−t/η(β + sinx),
bη = ω(sinhπ−x√η + sinh x√

η )/sinh π√
η . Then (aη, bη) ≥ 2ηωe−t/η(1 + η)−1 > 0, that is

(4.5) is fulfilled. Since Ψa,b(t) = −η−1(aη, bη), the condition (4.6) is valid for any
nonpositive ϕ(t) ∈ C([0, T ]).
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