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We consider a complex hypersurface V' given by an algebraic equation in k unknowns, where the set
A C ZF of monomial exponents is fized, and all the coefficients are variable. In other words, we consider
a family of hypersurfaces in (C\ O)k parametrized by its coefficients a = (ao)aca € C*. We prove that
when A generates the lattice ZF as a group, then over the set of reqular points a in the A-discriminantal

set, the singular points of V' admit a rational expression in a.
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Introduction

By the general algebraic hypersurface (or the A-hypersurface) we mean the algebraic set V'
defined by the equation in k& unknowns y = (y1,...,yx) € (C\ 0)*:

flyr, oo ye) == Z anyyt ..yt =0. (1)

a=(a1,...,ap)EA

Here A C ZF is a fixed finite set while all coefficients a,, are treated as independent variables.
We assume that the set A generates the lattice Z* as a group. The set of polynomials (1) is
identified with the space C* of sequences a = (aa)aca of dimension N := #A. We can think
about V as a family of hypersurfaces V, in (C \ 0)* parametrized by coefficients a € C4.

The aim of the present paper is to obtain explicit formulas for almost all singular points of
the hypersurface V. Recall that a point y € V is said to be singular if the polynomial f in (1)
and all its partial derivatives féw'“’ f;k vanish at y. In the classical case, when k = 1, the
following formulas were given in [1, Ch.1, Th.1.5]: if the equation

fw) ::adyd+...+a1y+a0:O (2)
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has a unique multiple root y = y(a) = y(ag,...,aq), and its multiplicity equals two, then y is
given by rational expressions

,oA@ Do) Ade)
Ao(a) Al(a) o Ad_l(a)’

where A; = —— are derivatives of the discriminant A(a) of the polynomial f(y) in (2). Analogous

da
formulas for ajunique root of multiplicity ¥ > 2 are given in [5], where instead of using the
discriminant A, the resultant of f and its derivative f®*~1) (with respect to y) of order v —1 is
used.

We prove that almost all singular points y(a) (actually, those that correspond to a belonging
to the regular part of the discriminantal set) admit a rational representation (Theorem 3). In the
last section we consider an example with comments how the type of a singular point y(a) € V
depends of the singular type of a € V4.

1. A-discriminant and the reduced equation

Definition 1 ([1]). Let V° denote the set of all (as) € C* such that the equation (1) has critical
roots y € (C\ 0)%, i.e. roots at which the gradient of f vanishes:

f(y)=%(y)=-~-=%(y):o.

The closure V° =: V 4 in C* is said to be the A-discriminantal set.

In the set V4 is a hypersurface in C4, then by the A-discriminant one means an irreducible
integral polynomial A 4 in coefficients a of f € C* which vanishes on V 4.

The solution y = y(a) to the equation (1) is (k+1)-homogeneous (it satisfies k+1 homogeneity
conditions), and the A-discriminant inherits this property. To see this, we consider the following
action on the space C# of polynomials (1). For A = (Ao, A1, ..., M) € (C\ 0)**! we define it as
follows

A fyn k) = Aof Ay M)

Observe that the set V4 is invariant under the A—action. In terms of coefficients (a,) of the
polynomial f this action can be written in the following form:

Ao = AAT! L AR a., a € A

Here ay,...,a are the coordinates of . In the toric part (C\ 0)* C C# the orbits of this
action are the equivalence classes with respect to the (k + 1)-parametric subgroup defined by the
immersion

()\0,)\1,...,)%) ‘—)Ao)\al )\ak, a € A.
1 k

Its injectivity follows from the fact that A generates Z*. Renumerating the elements of A as

al,..., o we represent this immersion in the form

(aa) = )‘Aa
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where A is the matrix

1 1 ... 1
a1; Q21 ... Qpn1
A= : (3)
a1 Ok oo ONE

and
M= (% XTT) = (AT AR AASY AR

with a/ being the columns of this matrix. Remark that we keep the notation A (which was used
for the set of exponents « in (1)) for this extended matrix. Thus, an equivalence class can be
written in the form A\ - g with the coordinate-wise multiplication. In order to parameterize all
equivalence classes we represent them in the form of an m—parametric subgroup

g=2% ze(C\0)m,
where C is an m X N-matrix with m = N — k — 1. Choosing the matrix C in such a way that

the N x N-matrix A
i=(z) )

is unimodular (with determinant 1), we conclude that the transform
A:(\z) =A% C

is an automorphism of the complex torus (C\ 0)*. Thus, for such C' the m-parametric subgroup
g = 2¢ parametrizes all equivalence classes modulo the subgroup A4. Denoting by ¢ the column
of the matrix C' indexed by an element « € A, we arrive at the following reduced equation for (1):

fly)=> ="y =0, (5)
acA

where the coefficients z¢~ = zf? zf}, a € A, run over the m-parametric subgroup z¢ in

(C\ 0)4. The discriminantal set of the equation (5) we denote by V', and call it the reduced

discriminantal set. The defining polynomial of V', is obtained from the A-discriminantal poly-
nomial A 4. It is called the reduced discriminant.

By Kapranov’s theorem [6] the reduced discriminantal set is birationally equivalent to the

projective space CP™ . Moreover, there is an explicit formula

2= (Bs)B, seCP™ !, (6)
parametrizing V’/,. Clearly, then we get a parametrization of V4 as

a = (an)aca = A (BS)BC.

2. Parametrization of singular points

The matrix C, extending A in (4) defines a special matrix B, the so called Gale transform
of A (see [1, P. 225]). Namely, the inverse of the matrix A can be represented in the following
block form: R

(4)"" = (DIB).
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where D and B are blocks with k& + 1 and m columns, respectively. They satisfy the relations
A-B=0, A-D=Fy;1.

Remark that we can use columns « of A to index the rows for B writing them as b,. With the
help of B and D we can formulate the theorem on singular points of the reduced hypersurface (5).

The most convenient reductions of the equation (1) are associated with matrices C' which
contain k + 1 zero columns at that the other m columns form the unit matrix. Such matrices
can be used for extension of A to be unimodular if A has k + 1 columns, say a°,al...,aF, for
which the columns

at—al,. .. b —a

form a unimodular k X k-matrix 6. In this case the reduction of (1) is just a fixation of the
coefficients: an0 = aq1 = ... = ayr = 1. We can use such a reduction when ¢ is nondegenerate
as well as in the case when ¢ is unimodular.

After dividing by yo‘0 and denoting o/ — o by oj,j=1,...,N —1 we can assume that the
reduction has the following form

k m
f(yh_._’yk) — 1+Zy?il ygik +Zziy?k+i,l ...yzk+i,k —0, (7)
=1 i=1

where the matrix 0 = (ay;), 9, = 1,...,k is nondegenerate. Let by, by,..., by be the first k+1
rows of the matrix B. In this case we have the following statement.

Theorem 1. The vector-function y(s) = (y1(s), ..., yx(8)) with the coordinates

k j
<bV7S>)XJV ]
s:” , =1,2,...,k,
y]() V_1<<b075> J

where X, are the entries of the matriz 5~Y, parameterizes the set of singular points of the reduced

hypersurface (7).

Proof. Firstly, we consider the case when ¢ is the unit matrix, i.e. when f is of the type
m
Fiou) =Ty 4+ >z g =0 (8)
i=1

with an associated matrix

1 1 1 1 1 1 1
0o 1 0 0 k11 Qg1 -0 an-11
A= 0 0 1 ... 0 ogs12 Qry22 ... QN—12 . 9)
0 0 0 ce 1 Qp4+1,k Q42 --- ON_1k
Choose the dual matrix
bo
by
B=| : |,
by,
En
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where
k k k
bo = (— T4 > aptryi—1+ D0 apyogie.i—1+ >0 0<N—1,j)
j=1 j=1 j=1
by = (— kg 1,15 —Okg 2,15+ -+ —OéN—1,1>
b, = (- O 1,5 — Ol 2. k5 -+ - _CVNfl,k)~

Due to the Horn-Kapranov formula (6) the discriminantal set of the equation (8) is given by the
following parametrization

.
_1+Z Qkti,j
z; = si(bg,s) 7=t ! (b1, s) 7401 L (b, s) T HRFE g =1,2...,m,

where s = (81,. .., Sm)-

Lemma 1. The vector-function y(s) = (y1(8), ... yx(s)) with coordinates

_ <b175 <bk‘a >
y1(5) - <b0,8>7 7yk( ) <b0,8>
satisfies the system of equations
af(iUh;?Jk) 8f(y1a"'7yk:)
) = YL UR) TN VR 10
s o) = 2H o (10)
Proof. Let us substitute y = y(s) into the equation (8) with the coefficients z = = (Bs)?. We
get the following expression
<bl7 5> <bk7 S>
1+ +...+ +
<b07 3> <b07 S>

Sm

_ (bo, 8y + (b1, 8) + ...+ (b, s) N s14 ...
<b078> <b075

m k Q4,1 Aqk+4i,k
=14 30 ki o _ (b1, s) (b, s)
i(bo,s) = by, s) kL (b, 5) "k | [ 222 ’ =
+;<5<05> <15> <k3> ><<b0,8>> <<b078>
+
)

The last sum vanishes, since

(b, 8) + (b1, 8) + ...+ (bg,s) = —(s1+ ...+ Sm)-

Recall that the sum of all rows of the matrix B is equal to zero, and B consists of rows by, . .., bx
supplemented by the unit m x m-matrix. So, y(s) annihilates f(y) when z = (Bs)?
Similarly for the derivatives, one has as follows

Og(y1(5), - --yn(s)) _ ! | N
oy, b07 ;O{k-‘rl,jsz = b5 > ((bj, s) + ;akﬂdsl) =0.

The last expression vanishes due to the property of vectors b;. So, the proof of Lemma 1 is
completed. O

In order to continue the proof of Theorem 1 let us turn to the equation (7). We introduce
the monomial change
zp =yt oy, i =1,2,.. 0k,
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which can be rewritten in the matrix form as z = y°. Since ¢ is nondegenerate, one has

y=a""

Let us write the matrix A = («;;) in the block form A = (4,6’). Then after the substitution
y=2a""in (7) we get

k m
1+ >+ z@® ), =0, (11)
=1 =1

where (z is the i-th coordinate of the vector #° 9. The exponents in equation (11) form
the k x N-matrix (E,d~1§"). This matrix supplemented by the row of units looks like (9) where
the block ¢’ is changed by 616"

-1
o,

A=
: Ey | 51y
0 |

The computation shows that the dual matrix to A is the matrix

by
by
B=|
by,
E,
Further applying Lemma 1 we complete the proof of Theorem 1. O

3. Rational expression for singular points

As it follows from the definition of the A-discriminantal set, the singular points of the hyper-
surface which we consider coincide with the restrictions of solutions to the equation (1) on the
A-discriminantal set, i.e. with y(a
are given by

’v . For the reduced equation (7) the singular points y(z)

y(2(s)) = y((Bs)?).
However, according to Kapranov’s theorem [6] the parametrization z = (Bs)? is the inverse
of the logarithmic Gauss map
y: V', = Ccpmt

of a reduced A-discriminantal set V/,. At the regular points z € regV’, this mapping can be
written explicitly (see [8])

viz—= (z21(A) otz (A ) = (s sm)s

where for simplicity we write A’ instead of A’;. Therefore, by Theorem 1 we get the following
statement.

Theorem 2. The singular points of the reduced hypersurface (7) over the set regV'y
admit in global coordinates z the following radical representation:

Xjv
vy Y2 .
=12,k 12
H(bo, z>>> J (12)
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where xj, are the entries of the matriz 5.
Now we can formulate the main result.

Theorem 3. Let the set A in (1) generate Z* as a group. The singular points y(a) of the
hypersurface (1) over the set regV 4 admit a rational representation.

Proof. We consider an arbitrary reduction of the type (7) with fixed coefficients ayjo = ... =
=a,i, = 1. Let By be the submatrix of the dual matrix B consisting of rows by, .., b4y -
Then by Theorem 2 the singular points of the reduced hypersurface can be found in the following

way:
a;l
_ <BJ’ ) ’}/(Z)>
y(z) = b (2))
(bjo,V(2))
Consider all subsets J = {jo,j1,.-.,7k} C {1,...,N} for which the corresponding matrices §;
are nondegenerate. Then there exist integer numbers ¢; such that

ZQJ5J = L.
7

Consequently, we have
671q151 qJ
> qs0y <BJ/7 'y(z)> ! B]/
E, _ _
yla) =y™* =y = e .
(@) 11 ( 1 (2)) IJT G

The last term is a rational expression in variables z. Since by Kapranov’s theorem 7 is a birational
map we get rationality of y(a) in variables a. O

4. Example
Let us consider the following polynomial equation
ago + a10y1 + ao1y2 + as1yiy: + agsyiys = 0.

It is associated with the matrix

1 1 1 1 1
A=10 1 0 3 6 |,
0011 3
which has the right annulator
3 8
-3 —6
B=1] -1 -3
1 0
0 1
The reduced equation looks as follows:
f=1+y +yo+ 21572 + 209795 = 0. (13)
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According to (6) the parametrization of the reduced A-discriminantal set V' = V', for f is

_ _ 3+ 8s)3
— 51 (351 + 852)3 (351 — 63) " (—s1 — 35) " = —— 14
21 = 51(351 + 852)°(—3s1 — 652) " *(—s1 — 3s2) 5165701 £35)° (14)
_ _ 3+ 8s)8
— 53(351 + 852)%(— 351 — 652) (51 — 385)F = ——° 15
zo = $2(3s1 + 852)°(—3s1 — 652) " (—s1 — 3s2) (31 65)5(1+35)° (15)
where s = 52 is an affine coordinate in CP;. After elimination of the parameter s in the

s1
system (14)—(15) we get the reduced A-discriminant A’ = A/:

A = —26214423 4 3317762125 + 33177625 22 — 6123620 25 — 612362725 — 1968325 — 39803421 25+

45904927 25 + 1968323 25 + 5904927 22 — 1968325 + 196832 .

The matrix § for the equation (12) is the unit matrix, therefore by (12) we get the following
formulas for singular points:

*SZl(A/)m - GZQ(A/)Z2 o —21(A"),, — 3Z2(A/)52
321 (A, + 822(A),, T 2T B2 (A, + 82(A)s,

Y1 =

The derivatives

dz (3+8s)?(4s+1)?  dzo (34 8s)7(4s +1)?

ds 914284 (1+3s)27 ds  243(142s)7(1 + 3s)*

1 3
vanish when s = ~1 and s = 3 It means that V4 has two singular points

1 32 1024 3
— )= (=g ) and 2(-2) =(0,0)
A(-3) (27 729) and 2(~5) = (0.0
Elimination of the parameter s in the system (14)—(15) leads us to the A-discriminant
A=A

A = —26214423 4 33177621 25 + 33177623 22 — 6123625 25 — 612362725 — 1968325 — 39803421 25+

15904927 20 + 1968325 25 + 5904927 25 — 196832F + 196832},

2
Consider the Taylor decomposition of A’ at the point z(—i), i.e. by powers of p = 21 — % and
1024
1727 799
68719476736 536870912 4194304 486539264
r_ 3 2 2 _ 39 3 4
Tooss P oq3 P 4T g pa = 32768¢° + ————p" +7(p,q),

where 7(p,q) is a sum of monomials of degree > 4 except the monomial p*. Here the initial
homogeneous cubic form is a cube power of an affine polynomial

32768

m(nfml — 2432y — 1024)3.

32
Consequently, in coordinates m = 115227 — 24325 — 1024 and [ = z; — 77 the discriminant has

the form
AN =am®+bl*+..., a#0, b#£0,
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It means that z = (32/27,1024/729) is a cuspidal point of the type (4, 3) for the discriminant A’.
Now we have to study singular types of singular points of the complex curve (13) which are

given by Theorem 2:
—3 — 6s —1—-3s

3"‘88’ y2(5): 3+88

At the singular points y(s) we have the following expression for the Hessian of f:
ﬁaifi( 0 f )277(3+8s)2(1+4s)2
Ayt dys  \oyidya/  (1428)%(1+3s)2

yi(s) =

—3,—1) is not a Morse point.

Consider the expression of the polynomial (13) at the point y(—7):

Therefore, only y(—1) = (

f==12(y2 + 1/4)> — 4(y1 + 3/2)(y2 + 1/4) — %(yl +3/2)2 +16(y2 + 1/4)°+
A8+ 3/2) (5 + /44 o (1437202 +1/4) +32/27(n +3/2)° — S (9 +3/2) (3 1/4)—

—64(y1+3/2) 02+ 1/4)° — 8001 +3/22 2+ 1/4) — 21 +3/2)+ 75 (1 +3/2P a1/ +

27
+$(y1 +3/2)%(y2 +1/4)% + ;—f(yl +3/2)° + %(yl +3/2) (g2 +1/4) + ...
After the change of variables
3 U v 1 8u v
MERT T s BTIT 1m0
we get
f= %uQ + mv4 + r(u,v),

where r(u,v) consists of monomials of weighted degree > 4 with respect to the weight (2,1).
This means that y(—7) is a self-intersection point for the curve (13) with a common tangent
line.
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Cunrysisspable TOYKN KOMILJIEKCHBIX aJredpamiecKux
rurieprnoBepxHoOCcTe

WNpuna A. AHTuUnosa

WMucturyT KOCMUdecKnx U HHPOPMAIMOHHBIX TEXHOJIOTUN
Cubupckuii deiepaibHbIii YHUBEPCUTET

Kupenckoro, 26, Kpacnospck, 660074

Poccus

EBrenniit H. Muxankuu
Asrycr K. IInx

MucTturyT MareMaTuku U pyHIaMEHTAIBHON NHMOPMATUKHI
Cubupckuii hesepasbHbIil YHUBEPCUTET

Csobogusrit, 79, Kpacuosipck, 660041

Poccust

Pacemampusaemes xomnaexcnaa 2unepnogeprrocms V, 3adannas aszebpauveckum ypasnenuem ¢ k
HEUBBECTIHOLMU U € NEPEMENHBLMY KodPduyuenmamu, npudesm mmoscecmeo A C ZF noxasamenet mo-
HOMOB YDABHEHUA NPOU3BOALHOE, MO Purcuposanmoe. Takxum obpazom, Mvl PLCCMAMPUBGLEM CEMETCMEO
2unepnoseprrocmeti, NAPAMEMPU3EaHHHLL Habopamu Koaphuuuenmos a = (da)aca € CA. Jloxaswea-
emca, wmo ecau A noposcdaem pewemxy ZF kax epynny, mo Ha0 MHONCECBOM DPEYLAPHHIT MOUEK
A-QUCKPUMUHAHMMHO20 MHOICECTNBG CUHLYAAPHDIE MOYKY 2UNEPNOSEPTHOCTU V DAUUOHAALHO 6DIPANCA-
0OMCA weped KoaPpPuuuermot a.

Karoueswie crosa: ocobas mouka, A-duckpumunanm, aozapupmuveckoe omobpasicenue Laycca.
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